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#### Abstract

The present thesis is concerned with the automated computation of integrated and differential cross sections of diboson production in proton-proton and electron-positron collisions at very high energies, including a resummation of electroweak Sudakov logarithms to all orders in the fine-structure constant using soft-collinear effective theory. The search for new physics at future colliders such as the FCC-hh or the CLIC requires precise predictions for scattering cross sections from the theoretical high-energy physics community. Electroweak Sudakov logarithms, which currently limit the accuracy of predictions in the high-energy tails of differential distributions for LHC-like energies, are known to destroy the convergence behaviour of the fixed-order perturbative series, once sufficiently high energies are considered.

To resum these large corrections, soft-collinear effective theory has been applied to simple processes, which permits analytic calculations. Within this work, we present an automated computation within a Monte Carlo integration framework, thus facilitating the computation of fully differential cross section to complicated processes. This requires the use of the CataniSeymour subtraction algorithm to treat the occurring infrared divergences. The machinery is applied to all diboson processes with intermediate weak gauge bosons, including the photoninduced $\mathrm{W}^{+} \mathrm{W}^{-}$-production channel.

To this end we carefully study the validity of the necessary assumptions such as the doublepole approximation and estimate the order of magnitude of neglected effects. Especially the non-doubly-resonant contributions turn out to be sizeable in several interesting phase-space regions.

For lepton collisions at 3 TeV we obtain the integrated cross sections of W -pair and Z-pair production to be shifted by more than $20 \%$ with respect to the Born value, owing to the resummation of the leading-logarithmic corrections These effects are partly cancelled by subleading effects. For proton-proton collisions at $\sqrt{s}=100 \mathrm{TeV}$ we observe sizeable resummation effects in the high-energy tails, while the integrated cross sections are dominated by interactions, for which soft-collinear effective theory is not applicable.


## Zusammenfassung

Das Thema ist der vorliegenen Arbeit ist die automatisierte Berechnung differenzieller und integrierter Wirkungsquerschnitte der Paarerzeugung schwerer Eichbosonen bei sehr hohen Streuenergien mit Resummierung der auftretenden elektroschwachen Sudakov-Logarithmen zu allen Ordnungen in der Feinstrukturkonstanten mittels Soft-Collinear Effective Theory.

Die Suche nach Physik jenseits des Standardmodells an zukünftigen Teilchenbeschleunigern wie dem FCC oder dem CLIC erfordert hochpräzise Voraussagen für Streuquerschnitte seitens der theoretischen Physik. Es ist seit langem bekannt, dass elektroschwache Sudakov-Logarithmen, die bereits gegenwärtig die Genauigkeit der Voraussagen in den Hochenergieschwänzen von Verteilungen limitieren, die Konvergenz der konventionellen Störungsreihen vollkommen zunichte machen, wenn hinreichend hohe Energien erreicht werden.

Mittels Soft-Collinear Effective Theory wurden diese Logarithmen bereits in der Vergangenheit in einfachen Prozessen, die eine analytische Behandlung erlauben, resummiert. Im Rahmen dieser Arbeit wurden diese Methoden in ein Monte-Carlo-Integrationsprogramm implementiert, um somit vollständig differenzielle Vorhersagen präsentieren zu können. Dies erfordert die Behandlung von Infrarotdivergenzen mit Hilfe des Catani-Seymour-Algorithmus. Mit diesen Werkzeugen wurden resummierte Streuquerschnitte für verschiedene Vektorboson-Paarproduktionsprozesse berechnet, u.a. für den Photon-Photon-induzierten Produktionskanal zur W-Boson-Paarproduktion.

Auf dem Weg dorthin sind verschiedene vereinfachende Annahmen notwendig, deren Gültigkeit im Rahmen dieser Arbeit ebenfalls getestet wurde, so z.B. die Qualität der Doppelpolnäherung. Des weiteren wurden Größenordnungen vernachlässigter Effekte abgeschätzt. Dabei haben sich vor allem nicht doppelt resonante Beiträge in bestimmten Phasenraumregionen als beträchtlich herausgestellt.

Der Resummationseffekt der führend logarithmischen Korrekturen verschiebt die integrierten Paarproduktionsstreuquerschnitte um mehr als $20 \%$ bezogen auf den Bornstreuquerschnitt im Falle von Leptonkollisionen bei einer Schwerpunktsenergie von 3 TeV . Diese Effekte werden allerdings teilweise von nicht-führenden Beiträgen kompensiert. Für Proton-Proton-Kollisionen bei $\sqrt{s}=100 \mathrm{TeV}$ finden wir deutliche Resummationseffekte in allen Hochenergieschwänzen, während die integrierten Wirkungsquerschnitte von Phasenraumregionen dominiert werden, in denen Soft-Collinear Effective Theory nicht anwendbar ist.
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Everybody stutters one way or the other
So check out my message to you
As a matter of fact, don't let nothin' hold you back
If the Scatman can do it, so can you
Scatman John

## 1. Introduction

Our current understanding of the fundamental constituents of matter and their interactions is based on the Standard Model (SM) of particle physics. In 2012 the SM's last undiscovered particle, the Higgs boson, was observed for the first time at the ATLAS and CMS experiments $[1,2]$ at CERN. The existence of the Higgs boson had been proposed independently by Brout, Englert, Guralnik, Hagen, Higgs, and Kibble [3-8] almost 60 years prior to its first observation. While the discovery of the Higgs boson rendered our picture of the SM complete, there are still unanswered questions concerning the interactions of elementary particles. Arguably, the most urgent ones concern the nature of dark matter and the matter-antimatter asymmetry in our universe. While there are, of course, intensive efforts to address these questions directly (for instance by means of proton-decay experiments), the indirect detection of physics beyond the SM is also under investigation. This approach includes the search for SM violations at current and future collider experiments, which relies on high-precision comparisons between experimental data and theoretical predictions. To this end, new methods on both the experimental and the theory side, are under development in order to reach a higher accuracy.

On the experimental side, the high-luminosity LHC [9,10], currently under construction, is intended to collect data from the year 2029 onwards. Furthermore, several future colliders are being planned to access even higher energies. Two prominent examples are the Future Circular Collider (FCC) [11-15], which is designed as either a lepton (FCC-ee) or a hadron collider (FCC-hh), as well as the Compact Linear Collider (CLIC) [16-18] for $\mathrm{e}^{+} \mathrm{e}^{-}$collisions. The development of new colliders is supplemented with novel analysis techniques in order to obtain maximal physical insight from the expected gigantic amount of data.

On the theoretical side, the focus lies on the investigation of models for new physics and their impact on collider observables, as well as on the computation of radiative corrections, i.e. higher-order contributions to S-matrix elements, especially within the SM. This provides a vitally important piece of the research agenda, as it potentially facilitates the recognition of small deviations between SM predictions and experimental results. In the fixed-order (FO) perturbation theory approach all computations are organised as a series in the coupling constants $\alpha$ and $\alpha_{\mathrm{s}}$. In quantum chromodynamics ( QCD ) the relatively large numerical value of the strong coupling constant $\alpha_{\mathrm{s}}(\approx 0.118$ depending on the energy) necessitates at least next-to-leading order (NLO) corrections, but current research attempts to compute next-to-next-to-leading order (NNLO) and even higher corrections for increasingly complicated processes. In addition, the further development of accurate parton-shower matching methods is an important part of the theoretical research agenda.

On the other hand, electroweak (EW) radiative corrections are computed in a series in the fine-structure constant $\alpha \approx 1 / 137$. While NLO corrections in $\alpha$ are often at the level of few percent, their influence grows with energy owing to Sudakov logarithms of the form

$$
\begin{equation*}
\alpha^{n} \log ^{k}\left(\frac{s}{M_{\mathrm{W}}^{2}}\right), \quad k \leq 2 n \tag{1.1}
\end{equation*}
$$

with $\sqrt{s} \gg M_{\mathrm{W}}$ denoting the energy scale of the considered process, on each order $n$ in perturbation theory. Their universal structure at the one-loop order has been demonstrated in Refs. [19,20] and generalised to two-loop accuracy later on [21-24]. Owing to the involved structure of the EW interaction, in particular because of the numerous mass scales, calculating the complete FO EW corrections beyond NLO is presently barely possible even for simple processes. Furthermore, in the tails of certain distributions Sudakov logarithms of the form (1.1) of the order of $40 \%$ have been obtained already when considering LHC-like energies. It is therefore highly desirable to resum the corrections that are enhanced by Sudakov logarithms to all orders in the coupling constant. When considering the energy scales of future colliders, such a resummation is inevitable to obtain reliable predictions. In addition non-enhanced terms of $\mathcal{O}(\alpha)$ should be taken into account if a high precision is aimed for.

A general approach to resum logarithmically enhanced corrections in problems involving widely-separated scales is provided by effective field theories (EFTs), out of which soft-collinear effective theory (SCET) [25-33] has turned out to be particularly useful if the origins of the large logarithms involve soft or collinear physics. Originally developed in order to resum large QCD corrections in B-meson decays, SCET has been applied to many different problems such as threshold resummation [34-38], transverse-momentum resummation [39], and event shapes such as thrust [40-42]. The generalisation of SCET to EW radiative corrections, which we denote by $\mathrm{SCET}_{\mathrm{EW}}$ throughout, is designed to resum the Sudakov logarithms in (1.1) and has been presented in Refs. [43-48]. Within SCET $_{\text {EW }}$ SM scattering amplitudes are computed with the dependence on the high energy scale (of $\mathcal{O}(\sqrt{s})$ ) and the low scale (of $\mathcal{O}\left(M_{\mathrm{W}}\right)$ ) being factorised into separate contributions: The high-scale matching coefficients depend only on the large energy scales and can therefore be computed with all masses set to zero. The low-scale corrections depend on the SM's mass spectrum, but do not contain any information on the high-energy interactions. The running between these scales is governed by the renormalisation group equation (RGE), which can be solved order by order to resum the Sudakov logarithms to all orders. Similar results have been obtained using infrared evolution equations [21, 49-51]. $\mathrm{SCET}_{\text {EW }}$ has been applied to several process such as diboson production without decays [52], vector-boson fusion $[53,54]$, and vector-boson production in association with a jet [55]. Also processes involving weakly interacting dark matter have been considered [56].

While SCET $_{\text {EW }}$ is conceptually well-established, it has up to now been applied on a case-by-case base to sufficiently simple processes and observables. On the other hand there is a large market of dedicated software for different parts of FO computations: Matrix element generators such as Recola [57,58], Helac [59], and OpenLoops [60, 61] have implemented automated one-loop computations to a high extent. In addition NNLO Monte Carlo programs such as Matrix [62], parton-shower simulation software such as POWHEG [63], and partonshower Monte Carlo programs such as Pythia [64] have been developed. In order to compare predictions to data these tools are orchestrated within multi-purpose event generators such as such as MadGraph [65], Sherpa [66], Herwig [67], and Whizard [68]. Their main purpose is to make the theoretical results accessible to the experimental-physics community. To some extent the results of Refs. [19, 20] have been incorporated into multi-purpose event generators [69-73], thus enabling the computation of NLO electroweak Sudakov logarithms in arbitrary processes in logarithmic approximation (LA) (i.e. neglecting non-enhanced contributions). Furthermore, complete NLO EW radiative corrections have been implemented in certain frameworks [74, 75]. An approximate resummation formula for Sudakov logarithms implemented in the event generator Sherpa has been presented in Ref. [76].

An automated framework for the calculation of matrix elements including resummed Sudakov logarithms is, however, not available. In this work we demonstrate an implementation of the results of $\mathrm{SCET}_{\text {EW }}$ into the in-house multichannel-sampling Monte Carlo integrator MoCANLO and present integrated and differential cross sections for diboson processes including decay effects within two different setups inspired by the future-collider projects FCC-hh and CLIC. We apply the machinery to hard partonic processes of the form

$$
\begin{equation*}
\mathrm{e}^{+} \mathrm{e}^{-} / \bar{q} q / \gamma \gamma \rightarrow V V^{\prime} \rightarrow 4 \ell / 2 \ell 2 \nu, \tag{1.2}
\end{equation*}
$$

$V, V^{\prime} \in\left\{\mathrm{W}^{ \pm}, \mathrm{Z}\right\}$. A large amount of effort has been invested into scrutinising processes of the type (1.2): First experimental investigations in the LEP era [77-80] were followed by more precise measurements at the ATLAS [81-88] and CMS [89-98] experiments at the LHC. In the theoretical calculations the accuracy was increased from NLO QCD [99-103] via NLO EW and NLO QCD+EW [104-117] to NNLO QCD [118-123], NNLO QCD+NLO EW [124] and NNLOPS [125] accuracy.

Our implementation is realised with special regard to the given infrastructure: The processspecific high-scale matching corrections are computed in an operator basis of charge eigenstates, allowing for the use of the matrix-element generator Recola2 [58]. The other parts of the $\mathrm{SCET}_{\text {EW }}$ computation, i.e. the anomalous dimensions and the low-scale corrections have been shown to exhibit a universal form and are thus directly implemented into MoCaNLO. The occurring loop integrals are computed using the one-loop library Collier [126]. The setup contains all $\mathcal{O}(\alpha)$ terms. In addition the terms from the exponentiated Sudakov logarithms can be switched on in several steps. The resummation procedure applies to virtual EW corrections only, but the obtained results are combined with real-radiation effects in the full SM in order to obtain full NLO predictions using MoCaNLO. Furthermore, effects from the decay of massive particles are taken into account, which necessitates the factorisation of a process with virtual particles into a production and a decay subprocess by means of the double-pole approximation (DPA). SCET $_{\text {EW }}$ is applied to the production part only, treating external longitudinal gaugeboson modes with the Goldstone-boson equivalence theorem (GBET) [127-130]. Concerning the polarisations of virtual vector bosons, we employ the techniques presented in Refs. [131-140]. The implementation facilitates the one-loop computation of all SM to diboson processes fully differential at the level of weighted events.

Besides making RGE-improved predictions, we carefully study the validity of the assumptions needed to be made in order to apply $\mathrm{SCET}_{\text {EW }}$ in the considered setups: The size of the mass-suppressed contributions, which are neglected in $\mathrm{SCET}_{\mathrm{EW}}$, is estimated by comparing the expanded SCET $_{\text {EW }}$ result against a fixed-order computation in DPA. At the same time, this serves as a consistency check of the code. Furthermore, we quantify the error of the DPA in the interesting high-energy regions and investigate the size of the neglected interference terms between longitudinally and transversely polarised polarisation states.

This thesis is organised as follows:

- We start with a brief description of the SM and some selected basic topics of quantum field theory (Chapter 2), followed by an introduction to some general properties of EFTs and SCET, eventually introducing $\mathrm{SCET}_{\mathrm{EW}}$ (Chapter 3).
- In Chapter 4 we introduce some important techniques from the field of EW precision physics, in particular the Catani-Seymour subtraction and the treatment of unstable particles by means of the DPA and the complex-mass scheme (CMS).
- In Chapter 5 we describe in detail our approach to apply $\mathrm{SCET}_{\text {EW }}$ diboson-production processes, which contributions we include, and their implementation into MoCaNLO.
- In the following Chapters 6 and 7 we present numerical results for integrated and differential cross sections in the FCC-hh and CLIC setup, respectively. Along with the implementation described in Sec. 5, these results have been published in Ref. [141].
- Finally we give a conclusion and an outlook in Chapter 8.


## 2. Basics of the Standard Model

In this section we review some phenomenological properties of the SM as well as its renormalisation. The first part of the section (Sec. 2.1) deals with the field and particle content of the SM and the second one (Sec. 2.2) with some basic facts about renormalisation together with a brief discussion of the on-shell scheme and the $\overline{\mathrm{MS}}$ renormalisation scheme.

There is a vast number of textbooks on these topics, of which the current selection is based on parts of Refs. [142-144].

### 2.1. The Standard Model Lagrangian

The SM is a spontaneously broken gauge theory based on a product of three gauge groups,

$$
\begin{equation*}
\mathcal{G}_{\mathrm{SM}}=\mathrm{SU}(3)_{\mathrm{C}} \times \mathrm{SU}(2)_{\mathrm{L}} \times \mathrm{U}(1)_{Y}, \tag{2.1}
\end{equation*}
$$

of which the first one is associated with QCD and describes the strong interaction, and the other ones describe weak and electromagnetic interactions. Since this formulation provides a unified theory of weak and electromagnetic interactions, the $\mathrm{SU}(2)_{\mathrm{L}} \times \mathrm{U}(1)_{Y}$ part of the SM is referred to as the electroweak (EW) sector. In this chapter, we discuss the several parts of the quantised effective SM Lagrangian in more detail. It can be decomposed as follows:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SM}}=\mathcal{L}_{\text {gauge }}+\mathcal{L}_{\text {Higgs }}+\mathcal{L}_{\text {ferm }}+\mathcal{L}_{\text {fix }}+\mathcal{L}_{\text {ghost }} . \tag{2.2}
\end{equation*}
$$

The first three terms describe interactions of physical particles, while the last two terms are connected to the gauge fixing. All terms are discussed further below.

## Gauge part

The Yang-Mills part of the Lagrangian contains the kinetic and interaction terms between the gauge bosons and is most conveniently written as

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=-\frac{1}{4}\left(F_{\mu \nu}^{(1)} F^{(1), \mu \nu}+F_{a, \mu \nu}^{(2)} F_{a}^{(2), \mu \nu}+F_{a, \mu \nu}^{(3)} F_{a}^{(3), \mu \nu}\right) \tag{2.3}
\end{equation*}
$$

with the field-strength tensors $F_{\mu \nu}^{(N)}$ corresponding to the respective (S)U(N) gauge groups:

$$
\begin{aligned}
F_{\mu \nu}^{(1)} & =\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}, \\
F_{a, \mu \nu}^{(2)} & =\partial_{\mu} W_{a, \nu}-\partial_{\nu} W_{a, \mu}, \quad a=1, \ldots, 3, \\
F_{a, \mu \nu}^{(3)} & =\partial_{\mu} A_{a, \nu}-\partial_{\nu} A_{a, \mu}, \quad a=1, \ldots, 8,
\end{aligned}
$$

with the corresponding gauge fields $B^{\mu}$, $W_{a}^{\mu}$, and $A_{a}^{\mu}$ being the $B$-boson field, the $W$-boson fields, and the gluon fields, respectively.

| Field | $Q$ | $I_{\mathrm{w}}^{3}$ | $Y_{\mathrm{w}}$ | $\mathrm{SU}(3)$ rep. |
| :--- | :---: | :---: | :---: | :---: |
| $L_{j}=\binom{\nu_{\mathrm{e}}}{e^{-}}_{L},\binom{\nu_{\mu}}{\mu^{-}}_{L},\binom{\nu_{\tau}}{\tau^{-}}_{L}$ | $\binom{0}{-1}$ | $\binom{+1 / 2}{-1 / 2}$ | -1 | $\mathbf{1}$ |
| $l_{j}=e_{R}^{-}, \mu_{R}^{-}, \tau_{R}^{-}$ | -1 | 0 | -2 | $\mathbf{1}$ |
| $Q_{j}=\binom{u}{d}_{L},\binom{c}{s}_{L},\binom{t}{b}_{L}$ | $\binom{+2 / 3}{-1 / 3}$ | $\binom{+1 / 2}{-1 / 2}$ | $+1 / 3$ | $\mathbf{3} \oplus \mathbf{3}$ |
| $u_{j}=u_{R}, c_{R}, t_{R}$ | $+2 / 3$ | 0 | $+4 / 3$ | $\mathbf{3}$ |
| $d_{j}=d_{R}, s_{R}, b_{R}$ | $-1 / 3$ | 0 | $-2 / 3$ | $\mathbf{3}$ |

Table 2.1.: Overview of the SM fermions with their quantum numbers. The electric charge is denoted by $Q$, the third component of the weak isospin by $I_{\mathrm{w}}^{3}$, and the hypercharge by $Y_{\mathrm{w}}$. All antiparticles have the same quantum numbers with opposite signs. The antiquarks transform under the conjugate $\mathrm{SU}(3)$ representation $\overline{3}$.

## Fermionic part

The fermionic particle content of the SM is given by three generations of leptons, quarks, and neutrinos. They come as left- and right-handed fermions, according to their respective Lorentzgroup representation. While both the strong and the electromagnetic interactions are blind to their chiralities, the $\mathrm{SU}(2) \times \mathrm{U}(1)_{Y}$ quantum numbers are different for left- and right-handed fermions: Only the left-handed ones interact via the $\mathrm{SU}(2)$ interaction. The hypercharges $Y_{\mathrm{w}}$ are then given such that the electric charges of the left- and right-handed fermions coincide and fulfill the Gell-Mann-Nishijima relation,

$$
\begin{equation*}
Q=I_{\mathrm{w}}^{3}+\frac{Y_{\mathrm{w}}}{2} . \tag{2.4}
\end{equation*}
$$

An overview of the SM fermions and their quantum numbers is shown in Tab. 2.1.
The part of the SM Lagrangian associated with the fermions and their gauge interactions reads

$$
\begin{equation*}
\mathcal{L}_{\text {ferm }}=\sum_{k=1}^{3} \sum_{\Psi=Q, L} \bar{\Psi}_{\mathrm{L}, k}^{\prime} \not D \Psi_{\mathrm{L}, k}^{\prime}+\sum_{k=1}^{3} \sum_{\psi=\ell, u, d} \bar{\psi}_{\mathrm{R}, j k}^{\prime} \not \overline{\psi_{\mathrm{R}, j k}^{\prime}} \tag{2.5}
\end{equation*}
$$

with the covariant derivative

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+\mathrm{i} \frac{Y_{\mathrm{w}}}{2} g_{1} B_{\mu}-\mathrm{i} g_{2} I_{\mathrm{w}}^{a} W_{\mu}^{a}+\mathrm{i} g_{\mathrm{s}} T^{a} A_{\mu}^{a} \tag{2.6}
\end{equation*}
$$

In the two formulae above it is to be understood that only the left-handed quark doublets and singlets transform under $\operatorname{SU}(3)$ ( $T^{a}=0$ for leptons) and only the quark and lepton doublets transform under $\operatorname{SU}(2)$ ( $I_{\mathrm{w}}^{a}=0$ for singlets).

The primes in (2.5) indicate that the fields are gauge eigenstates, which are rotated against the mass eigenstates via the Yukawa-coupling matrices, see below.

## Higgs part

The missing piece to provide masses to both the weak gauge bosons and the fermions is the Higgs doublet, which can be written as

$$
\begin{equation*}
\Phi=\binom{\phi^{+}}{(H+v+\mathrm{i} \chi) / \sqrt{2}}, \quad \phi^{-}=\left(\phi^{+}\right)^{\dagger} \tag{2.7}
\end{equation*}
$$

with the Higgs field $H$ and the charged and neutral would-be Goldstone fields $\phi^{+}, \chi$. The non-vanishing constant $v$ denotes the vacuum expectation value (vev), which leads to masses for fields, which are coupled to the Higgs doublet via interaction terms. The Lagrangian associated with the Higgs doublet reads

$$
\begin{align*}
\mathcal{L}_{\mathrm{Higgs}} & =\left(D_{\mu} \Phi\right)^{\dagger}\left(D^{\mu} \Phi\right)-V(\Phi) \\
& -\sum_{i, j=1}^{3} \bar{L}_{\mathrm{L}, i}^{\prime} G_{i j}^{\ell} \ell_{\mathrm{R}, j}^{\prime} \Phi-\sum_{i, j=1}^{3} \bar{Q}_{\mathrm{L}, i}^{\prime} G_{i j}^{u} u_{\mathrm{R}, j}^{\prime} \Phi^{\mathrm{c}}-\sum_{i, j=1}^{3} \bar{Q}_{\mathrm{L}, i}^{\prime} G_{i j}^{d} d_{\mathrm{R}, j}^{\prime} \Phi+\text { h.c. } \tag{2.8}
\end{align*}
$$

with the Higgs self-interaction potential

$$
\begin{equation*}
V(\Phi)=\frac{\lambda}{4}\left(\Phi^{\dagger} \Phi\right)^{2}-\mu^{2} \Phi^{\dagger} \Phi \tag{2.9}
\end{equation*}
$$

and the Yukawa-coupling matrices $G^{f}$. The gauge-boson mass terms are contained in the gaugeinteraction Lagrangian of the Higgs doublet and the masses are determined by the gauge couplings and the parameters $\mu$ and $\lambda$ of the Higgs potential. While the Lagrangian is usually given in terms of the isospin eigenstates $W_{\mu}^{a}, B_{\mu}$, all interactions are conveniently expressed in terms of the charge and mass eigenstates. For the first two components of the $\mathrm{SU}(2)$ triplet one finds

$$
\begin{equation*}
W^{ \pm}=\frac{1}{\sqrt{2}}\left(W_{1} \mp W_{2}\right) . \tag{2.10}
\end{equation*}
$$

with the mass obtained as

$$
\begin{equation*}
M_{\mathrm{W}}=\frac{g_{2}}{2} v . \tag{2.11}
\end{equation*}
$$

The mass matrix in the neutral sector has to be diagonalised introducing the weak mixing angle $\theta_{\mathrm{w}}$ :

$$
\binom{A_{\mu}}{Z_{\mu}}=\left(\begin{array}{cc}
\cos \theta_{\mathrm{w}} & -\sin \theta_{\mathrm{w}}  \tag{2.12}\\
\sin \theta_{\mathrm{w}} & \cos \theta_{\mathrm{w}}
\end{array}\right)\binom{B_{\mu}}{W_{\mu}^{3}}
$$

defining the photon as the eigenstate of mass zero, while the Z boson acquires a mass of

$$
\begin{equation*}
M_{\mathrm{Z}}=\frac{M_{\mathrm{W}}}{\cos \theta_{\mathrm{w}}} \tag{2.13}
\end{equation*}
$$

The fermion masses and mass eigenstates are obtained by diagonalising the Yukawa-coupling matrices. Because within the minimal SM all neutrinos have the same mass ( $m_{\nu}=0$ ), their mass eigenstates can be chosen to be the gauge-interaction eigenstates. As a consequence,
the lepton mass eigenstates also coincide with their interaction eigenstates and there are no generation-mixing effects in the lepton sector.

For quarks there is a non-trivial relation between mass and interaction eigenstates by means of the Cabbibo-Kobayashi-Maskawa (CKM) matrix:

$$
\left(\begin{array}{c}
d^{\prime}  \tag{2.14}\\
s^{\prime} \\
b^{\prime}
\end{array}\right)=\left(\begin{array}{lll}
V_{u d} & V_{u s} & V_{u b} \\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)\left(\begin{array}{c}
d \\
s \\
b
\end{array}\right) .
$$

For many applications the CKM matrix can be approximated by the unit matrix, especially the off-diagonal elements describing third-generation mixing effects, $\left|V_{u b}\right|,\left|V_{c b}\right|,\left|V_{t d}\right|$, and $\left|V_{t s}\right|$ are small ( $<0.05$ ).

## Gauge-Fixing and Ghost Part

The quantisation of gauge theories puts up some problems related to the fact that the fundamental dynamic variables, the gauge fields, contain redundant degrees of freedom. These must be eliminated in order to obtain a well-defined quantum theory. For an Abelian theory this can be done in an ad-hoc manner by solving the classical equations of motion and identifying the physical degrees of freedom in the solution $[145,146]$. For a non-Abelian gauge theory this is not sensible since the classical equation of motions are never free of interactions and can not be solved exactly. The quantisation of a Yang-Mills theory therefore has to be performed in the path-integral formalism.

The Faddeev-Popov procedure [147] allows for the quantisation of Yang-Mills theories by projecting out physically equivalent gauge configurations from the path integral, using a set of gauge-fixing functionals $C^{a}(\{\boldsymbol{A}(x), \boldsymbol{\phi}(x)\})$, which depend on the gauge-boson vector fields and on the would-be Goldstone boson fields. Using a variable transformation under the path integral allows for the inclusion of the gauge-fixing effects by means of additional terms in the Lagrangian [143]:

$$
\begin{equation*}
\mathcal{L} \rightarrow \mathcal{L}+\mathcal{L}_{\text {fix }}+\mathcal{L}_{\text {ghost }} . \tag{2.15}
\end{equation*}
$$

In the widely-used class of so-called $R_{\xi}$ gauges the additional terms in the Lagrangian are given by

$$
\begin{align*}
\mathcal{L}_{\mathrm{fix}}= & -\sum_{a=1}^{8} \frac{1}{2 \xi^{a}} C^{a}(\{\boldsymbol{A}\}) C^{a}(\{\boldsymbol{A}\}) \\
& -\frac{1}{2 \xi^{A}} C^{A}(A)-\frac{1}{2 \xi^{Z}} C^{Z}(Z, \chi) C^{Z}(Z, \chi)-\frac{1}{\xi_{W}} C^{-}\left(W^{-}, \phi^{-}\right) C^{+}\left(W^{+}, \phi^{+}\right) \tag{2.16}
\end{align*}
$$

for the gauge-fixing and

$$
\begin{align*}
\mathcal{L}_{\text {ghost }}= & -\sum_{a, b, c=1}^{8} \int \mathrm{~d}^{4} y \mathrm{~d}^{4} z \bar{u}^{a}(x)\left(\frac{\delta C^{a}(x)}{\delta A_{\nu}^{c}(z)} \frac{\delta A_{\nu}^{c}(z)}{\delta \theta^{b}(y)}+\frac{\delta C^{a}(x)}{\delta \phi^{c}(z)} \frac{\delta \phi^{c}(z)}{\delta \theta^{b}(y)}\right) u^{b}(y) \\
& -\sum_{a, b, c= \pm, A, Z} \int \mathrm{~d}^{4} y \mathrm{~d}^{4} z \bar{u}^{a}(x)\left(\frac{\delta C^{a}(x)}{\delta V_{\nu}^{c}(z)} \frac{\delta V_{\nu}^{c}(z)}{\delta \theta^{b}(y)}+\frac{\delta C^{a}(x)}{\delta \phi^{c}(z)} \frac{\delta \phi^{c}(z)}{\delta \theta^{b}(y)}\right) u^{b}(y) \tag{2.17}
\end{align*}
$$

for the ghost part. The gauge-fixing part $\mathcal{L}_{\text {fix }}$ projects the theory onto a specific gauge configuration (up to a normalisation factor). The ghost part $\mathcal{L}_{\text {ghost }}$ takes into account the Jacobian of the variable transformation using the auxiliary Faddeev-Popov ghost fields $\bar{u}^{a}(x), u^{a}(x)$, which appear as virtual particles in loop corrections. The gauge-fixing functionals read

$$
\begin{equation*}
C^{a}=\partial^{\mu} A_{\mu}^{a}, \quad a=1, \ldots, 8 \tag{2.18}
\end{equation*}
$$

for gluons and

$$
\begin{align*}
& C^{ \pm}=\partial^{\mu} W_{\mu}^{ \pm} \mp \mathrm{i} M_{\mathrm{W}} \xi_{W}^{\prime} \phi^{ \pm} \\
& C^{Z}=\partial^{\mu} Z_{\mu}-M_{\mathrm{Z}} \xi_{Z}^{\prime} \chi \\
& C^{A}=\partial^{\mu} A_{\mu} \tag{2.19}
\end{align*}
$$

for the EW gauge bosons. The gauge parameters $\xi_{a}, \xi_{a}^{\prime}$ parameterise the gauge and can be chosen by convenience. Setting $\xi_{a}^{\prime}=\xi_{a}$ ('t Hooft gauge) in the EW sector is particularly convenient because it removes the tree-level mixing between the W/Z bosons and the would-be Goldstone bosons $\phi^{ \pm}, \chi$. With this choice the propagator of a gauge boson $V$ with mass $M_{V}$ and momentum $p$ reads

$$
\begin{equation*}
G_{\mu \nu}^{V V}(p)=\frac{-\mathrm{i} g_{\mu \nu}}{p^{2}-M_{V}^{2}+\mathrm{i} 0}+\frac{\mathrm{i}\left(1-\xi_{V}\right) p_{\mu} p_{\nu}}{\left(p^{2}-M_{V}^{2}+\mathrm{i} 0\right)\left(p^{2}-\xi_{V} M_{V}^{2}+\mathrm{i} 0\right)} \tag{2.20}
\end{equation*}
$$

with the symbol i0 being an infinitesimal imaginary part arising from the Feynman prescription. The above form holds also for the propagators of the massless photon and gluon $\left(M_{V}=0\right)$. In the following we often work in 't Hooft-Feynman gauge ( $\xi_{a}^{\prime}=\xi_{a}=1$ ).

### 2.2. Renormalisation

The calculation of loop integrals introduces divergent integrals associated with the limit of large loop four momenta on each order in perturbation theory. In order to obtain well-defined results these ultraviolet (UV) have to be regularised, which is most conveniently done in dimensional regularisation [148, 149] (DimReg, see App. A for a brief introduction and some conventions): The number of space-time dimensions is shifted away from $D=4$ by a small amount. In the limit $D \rightarrow 4$, any quantity is then obtained as a Laurent series with poles in $D-4$. To get eventually rid of the divergences one has to redefine the set of input parameters, i.e. the couplings, masses and fields.

Of course, the fields are not quite input parameters. The necessity for field-renormalisation constants arises because of the different normalisation of one-particle states in free and interacting theories: In perturbation theory S-matrix elements are computed between asymptotic initial and final states, which are assumed to coincide with the corresponding free-theory states. Because the presence of interactions changes the normalisation of these states, field-renormalisation constants have to be introduced for each field. Eventually they show up as normalisation factors in the Lehmann-Symanzik-Zimmermann (LSZ) formula [150].

### 2.2.1. Renormalisation transformation and the on-shell scheme

The relation between bare and renormalised parameters is obtained from the renormalisation transformation. Usually, a multiplicative renormalisation transformation is employed, that is,

$$
\begin{equation*}
g_{0}=Z_{g} g \approx\left(1+\delta Z_{g}\right) g, \quad \psi_{0}=\sqrt{Z_{\psi}} \psi \approx\left(1+\frac{1}{2} \delta Z_{\psi}\right) \psi, \quad m_{0}=Z_{m} m \approx m+\delta m \tag{2.21}
\end{equation*}
$$

for all involved couplings $g$, masses $m$ and fields $\psi$. The parameters $g_{0}, m_{0}$, and $\psi_{0}$ are the socalled bare parameters, which enter the Lagrangian, but, due to loop corrections, are formally infinite. The renormalised parameters $g, m$, and $\psi$ remain finite because the renormalisation constants $Z_{g}, Z_{m}$, and $Z_{\psi}$ cancel the arising divergences order by order in perturbation theory. Expanding the Lagrangian accordingly leads to

$$
\begin{equation*}
\mathcal{L}_{0}=\mathcal{L}+\mathcal{L}_{\mathrm{ct}} \tag{2.22}
\end{equation*}
$$

such that the renormalised Lagrangian $\mathcal{L}$ has the same functional form in terms of the renormalised parameters as the bare Lagrangian $\mathcal{L}_{0}$ has in terms of the unrenormalised ones. The remainder $\mathcal{L}_{\text {ct }}$ contains the renormalisation constants and is defined as the counterterm Lagrangian.

Up to the divergent parts the definition of renormalisation constants is not unique. A set of renormalisation conditions has to be chosen in order to fix the finite parts of the renormalisation constants. The choice of a renormalisation scheme is of great importance because it defines the relation between observables calculated in perturbation theory and measurable quantities.

## On-shell scheme

The on-shell scheme [151-153] provides a natural renormalisation scheme for the EWSM, as the renormalisation conditions are defined such that the input parameters have a distinct physical meaning: The electric charge is defined via the Thomson cross section in the classical limit, while all masses correspond to the poles in the corresponding propagators and can hence be extracted from resonance peaks in differential cross sections. According to (2.21), the bare and renormalised input parameters and fields as well as the counterterms are defined via

$$
\begin{aligned}
e_{0} & =Z_{e} e \approx\left(1+\delta Z_{e}\right) e, & t \approx t+\delta t, \\
V_{0} & =\sqrt{Z_{V V^{\prime}}} V^{\prime} \approx\left(\delta_{V V^{\prime}}+\frac{1}{2} \delta Z_{V V^{\prime}}\right) V^{\prime}, & f_{i, 0}^{\kappa}=\sqrt{Z_{i j}^{f, \kappa}} f_{j}^{\kappa} \approx\left(1+\frac{1}{2} \delta Z_{i j}^{f, \kappa}\right) f_{j}^{\kappa}, \\
H_{0} & =\sqrt{Z_{H}} H \approx H+\frac{1}{2} \delta Z_{H} H, & M_{B, 0}^{2}=\left(Z_{M_{B}} M_{B}\right)^{2} \approx M+\delta M_{B}^{2}, \\
m_{f, i, 0} & =Z_{m_{f, i}} m_{f, i} \approx m_{f, i}+\delta m_{f, i}, &
\end{aligned}
$$

with $H$ denoting the Higgs boson field, $V$ denoting the EW gauge bosons and $f_{i}$ the fermion field with flavour index $i$ and helicity $\kappa \in\{L, R\}$. The one-point function of the Higgs field (Higgs tadpole) is denoted by $T$. The field-renormalisation constants are matrix valued both in the case of quarks and the neutral gauge bosons $A, Z$, because in these cases the interaction eigenstates are rotated against the mass eigenstates. Note that there are mass counterterms for the massive boson fields $B=H, W, Z$, but not for the photon, whose mass is guaranteed to be zero by a Ward identity.

Following Ref. [154], we discuss the renormalisation conditions as well as the explicit form of the renormalisation constants briefly in the following. The first renormalisation condition concerns the Higgs-field one-point function, which after renormalisation is required to vanish: ${ }^{1}$

$$
\begin{equation*}
\hat{T} \equiv \hat{\Gamma}^{H}=0 \tag{2.23}
\end{equation*}
$$

which defines the tadpole counterterm as

$$
\begin{equation*}
\delta t=-T . \tag{2.24}
\end{equation*}
$$

This procedure corresponds to a renormalisation of the vev and has the effect that the renormalised vev corresponds to the actual value of the renormalised Higgs potential at its minimum. As a consequence of (2.24), all explicit tadpole diagrams can just be omitted during the calculation as a shortcut.

The renormalised two-point functions are defined by the following renormalisation conditions:

- The renormalised masses correspond to the pole positions of the respective propagators, and
- the residues of the poles are equal one. This accounts for the correct normalisation of the fields.

The former conditions read: ${ }^{2}$

$$
\begin{equation*}
\left.\widetilde{\operatorname{Re}} \hat{\Gamma}_{\mu \nu}^{V^{\prime}}(k) \varepsilon^{\nu}(k)\right|_{k^{2}=M_{V}^{2}}=0,\left.\quad \widetilde{\operatorname{Re}} \hat{\Gamma}_{i j}^{f}(k) u_{j}(k)\right|_{k^{2}=m_{f}^{2}}=0,\left.\quad \widetilde{\operatorname{Re}} \hat{\Gamma}^{H}(k)\right|_{k^{2}=m_{\mathrm{H}}^{2}}=0 \tag{2.25}
\end{equation*}
$$

which define the mass counterterms as

$$
\begin{equation*}
\delta M_{\mathrm{W}}=\widetilde{\operatorname{Re}} \Sigma_{\mathrm{T}}^{W}\left(M_{\mathrm{W}}^{2}\right), \quad \delta M_{\mathrm{Z}}=\widetilde{\operatorname{Re}} \Sigma_{\mathrm{T}}^{Z Z}\left(M_{\mathrm{Z}}^{2}\right), \quad \delta M_{\mathrm{H}}=\widetilde{\operatorname{Re}} \Sigma^{H}\left(M_{\mathrm{H}}^{2}\right) \tag{2.26}
\end{equation*}
$$

for the massive bosons and

$$
\begin{equation*}
\delta m_{f, i}=\frac{m_{f, i}}{2} \widetilde{\operatorname{Re}}\left(\Sigma_{i i}^{f, \mathrm{~L}}\left(m_{f, i}\right)+\Sigma_{i i}^{f, \mathrm{R}}\left(m_{f, i}\right)+2 \Sigma_{i i}^{f, \mathrm{~S}}\left(m_{f, i}\right)\right) \tag{2.27}
\end{equation*}
$$

for the fermions. The respective self energies for gauge bosons and fermions have been decomposed in a covariant way:

$$
\begin{align*}
\Sigma_{i j}^{f, \kappa}\left(k^{2}\right) & =\nless \Sigma_{i j}^{V, f, \kappa}\left(k^{2}\right)+m_{f, i} \Sigma_{i j}^{S, f, \kappa}\left(k^{2}\right), \\
\Sigma_{\mu \nu}^{V V^{\prime}}\left(k^{2}\right) & =\left(g_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right) \Sigma_{\mathrm{T}}^{V V^{\prime}}\left(k^{2}\right)+\frac{k_{\mu} k_{\nu}}{k^{2}} \Sigma_{\mathrm{L}}^{V V^{\prime}}\left(k^{2}\right) . \tag{2.28}
\end{align*}
$$

Note that the symbol $\widetilde{R e}$ denotes the real part of its argument, but with the CKM matrix remaining complex. The residues of the poles are obtained from the limit of the two-point functions with the momenta going on shell. Demanding them to equal one provides the renormalisation

[^0]condition for the field renormalisation:
\[

$$
\begin{align*}
\lim _{k^{2} \rightarrow M_{V}} \frac{1}{k^{2}-M_{V}^{2}} \widetilde{\operatorname{Re}} \hat{\Gamma}_{\mu \nu}^{V V}(k) \varepsilon^{\nu}(k) & =-\varepsilon_{\mu}(k), \\
\lim _{k^{2} \rightarrow M_{\mathrm{H}}} \frac{1}{k^{2}-M_{\mathrm{H}}^{2}} \widetilde{\operatorname{Re}} \hat{\Gamma}^{H}(k) & =1, \\
\lim _{k^{2} \rightarrow m_{f, i}^{2}} \frac{\not k+m_{f, i}}{k^{2}-m_{f, i}^{2}} \hat{\Gamma}_{i i}^{f, i}(k) u_{i}(k) & =u_{i}(k), \\
\lim _{k^{2} \rightarrow m_{f, i}^{2}} \bar{u}_{i}(k) \widetilde{\operatorname{Re}} \hat{\Gamma}_{i i}^{f, i}(k) \frac{\not k+m_{f, i}}{k^{2}-m_{f, i}^{2}} & =\bar{u}_{i}(k), \tag{2.29}
\end{align*}
$$
\]

which implies that the field-renormalisation counterterms are given by derivatives of the respective fields' self energies with respect to the momentum invariant:

$$
\begin{aligned}
\delta Z_{H} & =-\left.\widetilde{\operatorname{Re}} \frac{\partial \Sigma^{H}\left(k^{2}\right)}{\partial k^{2}}\right|_{k^{2}=M_{\mathrm{H}}^{2}}, & \delta Z_{V V}=-\left.\widetilde{\operatorname{Re}} \frac{\partial \Sigma_{\mathrm{T}}^{V V}\left(k^{2}\right)}{\partial k^{2}}\right|_{k^{2}=M_{V}^{2}}, \\
\delta Z_{Z A} & =2 \widetilde{\operatorname{Re}} \frac{\Sigma_{\mathrm{T}}^{A Z}(0)}{M_{\mathrm{Z}}^{2}}, & \delta Z_{A Z}=-2 \widetilde{\operatorname{Re}} \frac{\Sigma_{\mathrm{T}}^{Z A}\left(M_{\mathrm{Z}}^{2}\right)}{M_{\mathrm{Z}}^{2}},
\end{aligned}
$$

for the bosonic and

$$
\begin{align*}
\delta Z_{i j}^{f, \kappa} & =\frac{2}{m_{f, i}^{2}-m_{f, j}^{2}} \widetilde{\operatorname{Re}}\left(m_{f, j}^{2} \Sigma_{i j}^{f, \kappa}\left(m_{f, j}^{2}\right)+m_{f, i} m_{f, j}\left(\Sigma_{i j}^{f, \bar{\kappa}}\left(m_{f, i}^{2}\right)+2 \Sigma_{i j}^{\mathrm{S}, f, \kappa}\left(m_{f, i}^{2}\right)\right)\right), \quad i \neq j \\
\delta Z_{i i}^{f, \kappa} & =-\widetilde{\operatorname{Re}} \Sigma_{i i}^{f, \kappa}-\left.m_{f, i}^{2} \frac{\partial}{\partial k^{2}} \widetilde{\operatorname{Re}}\left(\Sigma_{i i}^{f, \kappa}\left(k^{2}\right)+\Sigma_{i i}^{f, \bar{\kappa}}\left(k^{2}\right)+\Sigma_{i i}^{\mathrm{S}, f, \kappa}\left(k^{2}\right)\right)\right|_{k^{2}=m_{f, i}^{2}} \tag{2.30}
\end{align*}
$$

for the fermionic field-renormalisation constants.
As the quark mixing will be neglected in all applications throughout this thesis, we do not discuss the renormalisation of the CKM matrix. This is discussed, for instance, in Ref. [155].

From the mass counterterms for the W and Z bosons in (2.26), the counterterms for the cosine of the weak mixing angle can be deduced as

$$
\begin{equation*}
\frac{\delta c_{\mathrm{w}}^{2}}{c_{\mathrm{w}}^{2}}=\frac{\delta M_{\mathrm{W}}^{2}}{M_{\mathrm{W}}^{2}}-\frac{\delta M_{\mathrm{Z}}^{2}}{M_{\mathrm{Z}}^{2}} \tag{2.31}
\end{equation*}
$$

and from this the corresponding counterterm for the sine:

$$
\begin{equation*}
\frac{\delta s_{\mathrm{w}}^{2}}{s_{\mathrm{w}}^{2}}=-\frac{c_{\mathrm{w}}^{2}}{s_{\mathrm{w}}^{2}}\left(\frac{\delta M_{\mathrm{W}}^{2}}{M_{\mathrm{W}}^{2}}-\frac{\delta M_{\mathrm{Z}}^{2}}{M_{\mathrm{Z}}^{2}}\right) . \tag{2.32}
\end{equation*}
$$

Here we have introduced the common abbreviations

$$
\begin{equation*}
s_{\mathrm{w}} \equiv \sin \theta_{\mathrm{w}}, \quad c_{\mathrm{w}} \equiv \cos \theta_{\mathrm{w}} \tag{2.33}
\end{equation*}
$$

The renormalisation constants $\delta s_{\mathrm{w}}, \delta c_{\mathrm{w}}$ are introduced merely for convenience, as the weak mixing angle is not an input quantity in the on-shell scheme.

### 2.2.2. $\overline{\mathrm{MS}}$ renormalisation and the renormalisation group equations

The on-shell scheme described above has the advantage that all masses are directly obtained from physically measurable quantities. This is a suitable choice as long as all masses in the theory are sufficiently precisely measurable, which is not the case for the light quarks. Therefore in QCD a more naive scheme is employed, known as the $\overline{\mathrm{MS}}$ scheme. The prescription is to subtract from the bare quantities the contributions proportional to the standard divergence

$$
\begin{equation*}
\Delta_{\mathrm{UV}}=\frac{1}{\varepsilon}-\gamma_{\mathrm{E}}-\log (4 \pi)+\log \frac{\mu^{2}}{q^{2}} \tag{2.34}
\end{equation*}
$$

in DimReg. In the above formula $\varepsilon=(4-D) / 2$ denotes the deviation of the space-time dimensions from four and $\gamma_{\mathrm{E}} \approx 0.5772$ is the Euler-Mascheroni constant. In addition to the scale $\mu$ associated with DimReg an additional reference scale $q$ has been introduced, which is also referred to as the renormalisation point. All $\overline{\mathrm{MS}}$-renormalised quantities depend on the scale $q$,

$$
\begin{equation*}
g_{\mathrm{s}}=g_{\mathrm{s}}(q), \quad m_{q}=m_{q}(q), \quad \psi=\psi(q) \tag{2.35}
\end{equation*}
$$

with the $g_{\mathrm{s}}$ being the strong coupling constant, $m_{q}$ being the quark masses, and $\psi$ denoting the quark and gluon fields. This scale dependence is commonly referred to as parameter running.

The fact that S-matrix elements have to be independent of the scale to all orders in perturbation theory can be exploited to derive all-order relations between parameters at different scales. The scale can then obtain a physical interpretation as the energy scale the respective quantity is probed at.

All of the above is done by means of the renormalisation group equation (RGE). The independence of the $S$ matrix of a reference scale $q$ can be written in the form

$$
\begin{align*}
0 & =\frac{\mathrm{d}}{\mathrm{~d} \log q}\left(R^{n / 2}(g, m, q) \hat{\Gamma}^{n}\left(p_{l}, g, m, q\right)\right) \\
& =\left(\frac{\partial}{\partial \log q}+\beta \frac{\partial}{\partial g}-\gamma_{m} \frac{\partial}{\partial m}-n \gamma_{\psi}\right) \hat{\Gamma}^{n}\left(p_{k}, g, m, q\right) \tag{2.36}
\end{align*}
$$

with $g$ and $m$ denoting the set of of all involved couplings and masses, respectively, and $\hat{\Gamma}^{n}$ the renormalised $n$-point vertex function. The above equation defines the $\beta$ function, the mass coefficients, and the anomalous dimensions via

$$
\begin{align*}
\beta(g, m, q) & =\frac{\partial}{\partial \log q} g\left(g_{0}, m_{0}, \mu, q\right) \\
\gamma_{m}(g, m, q) & =-\frac{1}{m} \frac{\partial}{\partial \log q} m\left(g_{0}, m_{0}, \mu, q\right) \\
\gamma_{\psi}(g, m, q) & =-\frac{1}{2 Z_{\psi}} \frac{\partial}{\partial \log q} Z_{\psi}\left(g_{0}, m_{0}, \mu, q\right) \tag{2.37}
\end{align*}
$$

These functions are referred to as the RGE functions. Because the scale dependence enters the RGE functions only in the context of the standard divergence (2.34), they are obtained from the UV-divergent part of the relevant loop integrals only.

Another formulation of the RGE is given by the Callan-Symanzik Equation,

$$
\begin{equation*}
\left(\frac{\partial}{\partial \log \lambda}+\beta \frac{\partial}{\partial g}-\left(1+\gamma_{m}\right) \frac{\partial}{\partial m}-n_{\mathrm{B}}\left(1+\gamma_{\mathrm{B}}\right)+n_{\mathrm{f}}\left(\frac{3}{2}+\gamma_{\mathrm{f}}\right)-4\right) \hat{\Gamma}^{n_{\mathrm{B}} n_{\mathrm{f}}}\left(\lambda p_{k}, g, m, q\right)=0 \tag{2.38}
\end{equation*}
$$

for a vertex function involving $n_{\mathrm{B}}$ bosons and $n_{\mathrm{f}}$ fermions. The dimensionless variable $\lambda$ describes a uniform scaling of all external momenta $p_{k}$. The Callan-Symanzik Equation is obtained from (2.36) by an analysis of the mass dimensions: Since bosonic and fermionic fields have different mass dimensions, their anomalous dimensions account differently in the RGE. In order to have the correct dimension for the matrix element, one can make use of the fact that $\hat{\Gamma}^{n}$ has to be a homogeneous function of the $p_{k}$ to obtain (2.38) from (2.36).

The form (2.38) makes it explicit that a variation of the renormalisation scale can indeed be interpreted as a change of the energy scale at which a process with external momenta $p_{k}$ is probed. Note further that the solution of the RGE and hence the scaling behaviour of physical quantities can be obtained only from the UV-divergent parts of the renormalisation constants, and from some basic properties of the theory such as the number of fermions and bosons.

The solution of the RGE is obtained from the following steps: [143]

- Calculate the RGE functions in perturbation theory as functions of the couplings and masses.
- Integrate the resulting system of ordinary differential equations in $\log \mu$ to obtain the running couplings $g(\mu)$ and masses $m(\mu)$.
- The solution for the vertex function is then obtained by integrating the anomalous dimensions along the solutions $g(\mu), m(\mu)$ :

$$
\begin{align*}
\hat{\Gamma}^{n_{\mathrm{B}} n_{\mathrm{f}}}\left(\lambda p_{k}, g\left(\mu_{1}\right), m\left(\mu_{1}\right)\right) & =\lambda^{4-n_{\mathrm{B}}-3 n_{\mathrm{f}} / 2} \hat{\Gamma}^{n_{\mathrm{B}} n_{\mathrm{f}}}\left(p_{k}, g\left(\mu_{2}\right), m\left(\mu_{2}\right)\right) \\
& \times \exp \left(-\int_{\mu_{1}}^{\mu_{2}} \mathrm{~d} \log \mu\left[n_{\mathrm{B}} \gamma_{\mathrm{B}}(g(\mu), m(\mu))+n_{\mathrm{f}} \gamma_{\mathrm{f}}(g(\mu), m(\mu))\right]\right) . \tag{2.39}
\end{align*}
$$

The above exponential now contains possibly large logarithms of $\mu_{2} / \mu_{1}$ to all orders in the coupling constant.

## 3. Effective field theories and soft-collinear effective theory

In this section we describe some important features of effective field theories (EFTs) in general and soft-collinear effective theory (SCET) in particular. Starting from a few general facts about EFTs in Sec. 3.1 we turn to a description of SCET in Sec. 3.2 and its generalisation to EW corrections in Sec. 3.3

### 3.1. Effective field theories and resummation

EFTs provide a powerful way to calculate observables involving widely separated scales. If such observables are calculated using fixed-order perturbation theory, the convergence of the series can potentially be destroyed by large logarithmic corrections. In general the interaction Lagrangian of an effective theory valid up to some energy scale $\Lambda$ is based on an operator basis such as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{EFT}}=\mathcal{L}_{D \leq 4}+\frac{1}{\Lambda} \sum_{i} C_{i}^{(D=5)} \mathcal{O}_{i}^{(D=5)}+\frac{1}{\Lambda^{2}} \sum_{i} C_{i}^{(D=6)} \mathcal{O}_{i}^{D=6}+\ldots, \tag{3.1}
\end{equation*}
$$

with $\mathcal{L}_{D \leq 4}$ denoting the renormalisable part of the Lagrangian and the Wilson coefficients $C_{i}$ are to be determined. Note that one has to write down all operators allowed by the symmetries of the full theory on each order in $1 / \Lambda$.
The Wilson coefficients are contained in the EFT as free parameters that comprise the highenergy interactions. Their values are fixed by the requirement that the S-matrix is the same in the EFT and the full theory at any given order in both the coupling and the EFT parameter:

$$
\begin{equation*}
\mathcal{M}_{\mathrm{EFT}} \stackrel{!}{=} \mathcal{M}_{\mathrm{full}}+\mathcal{O}\left(\Lambda^{-1}\right) \tag{3.2}
\end{equation*}
$$

Calculating the Wilson coefficients order by order using (3.2) is called matching. ${ }^{1}$
In general, loop corrections mix operators among each other, which is why the renormalisation constants can be comprised in a matrix notation: ${ }^{2}$

$$
\begin{equation*}
\mathcal{O}_{0, i}=\boldsymbol{Z}_{i j}(\mu) \mathcal{O}_{j}(\mu) . \tag{3.3}
\end{equation*}
$$

This is referred to as operator mixing. Each element of the matrix $\boldsymbol{Z}$ contains the fieldrenormalisation constants for the fields in the $\mathcal{O}_{i}$ as well as an operator-specific contribution from the one-particle irreducible graphs [157]. From the fact that the all-order result for any

[^1]S-matrix element does not depend on the scale, it can be derived that the operators and Wilson coefficients fulfill the respective renormalisation group equations [157, 158]

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \log \mu} \mathcal{O}_{i}(\mu)=\boldsymbol{\gamma}_{i j}^{\mathrm{T}}(\mu) \mathcal{O}_{j}(\mu), \\
& \frac{\mathrm{d}}{\mathrm{~d} \log \mu} C_{i}(\mu)=-\boldsymbol{\gamma}_{i j}(\mu) C_{j}(\mu), \tag{3.4}
\end{align*}
$$

with the anomalous dimension matrix $\gamma$, which can be obtained from the UV-divergent parts of the renormalisation constants comprised in $Z$ :

$$
\begin{equation*}
\gamma^{\mathrm{T}}=-\boldsymbol{Z}^{-1} \frac{\mathrm{~d} \boldsymbol{Z}(\mu)}{\mathrm{d} \log \mu} . \tag{3.5}
\end{equation*}
$$

Note the analogy to the field anomalous dimension in (2.37). The solution of the RGE can again be used to resum large logarithmic corrections if the Wilson coefficients are matched at the high scale and run down to the low scale:

$$
\begin{equation*}
C_{i}\left(\mu_{1}\right)\left\langle\mathcal{O}_{i}\left(\mu_{1}\right)\right\rangle=\sum_{j} C_{j}\left(\mu_{\mathrm{h}}\right) \times\left[\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma(\mu)\right)\right]_{i j} \times\left\langle\mathcal{O}_{i}\right\rangle . \tag{3.6}
\end{equation*}
$$

with the path-ordering operator defined via

$$
\begin{equation*}
\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \frac{\mathrm{~d} \mu}{\mu} \gamma(\mu)\right)=\mathbb{1}-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \frac{\mathrm{~d} \mu}{\mu} \gamma(\mu)+\frac{1}{2} \int_{\mu_{1}}^{\mu_{\mathrm{h}}} \frac{\mathrm{~d} \mu}{\mu} \int_{\mu_{1}}^{\mu} \frac{\mathrm{d} \mu^{\prime}}{\mu^{\prime}} \gamma\left(\mu^{\prime}\right) \gamma(\mu)+\ldots \tag{3.7}
\end{equation*}
$$

Equation (3.6) provides the matrix-valued generalisation of (2.39) and shows one of the key idea of EFTs that enables resummation: The separation of scale dependencies. The Wilson coefficients depend only on the high scale and the operator expectation value only on the low scale, which is why neither of them may develop large corrections in perturbation theory. In turn, all logarithmic contributions are contained in the exponential.

### 3.2. Soft-Collinear Effective Theory

In this section we give an introduction to some aspects of Soft-Collinear Effective Theory (SCET). Its very basic idea can be condensed in the following prescription: Integrate out all interactions with momentum transfers larger than a given reference scale! This results in an effective theory, which contains only dynamical degrees of freedom that are either soft or collinear with respect to a given reference direction. This approach implies two main complications:

- Such a theory turns out to be non-local. Since gauge invariance has to be taken care of, this puts up the necessity of Wilson lines, which we discuss in Sec. 3.2.4.
- Consistent power counting requires a very careful treatment of subleading effects. This point is not so much of importance for this project, as we are working at leading power only.

Originally SCET has been developed as a tool for the resummation of large logarithmic corrections related in semi-inclusive heavy-meson decays, extending heavy-quark effective theory
(HQET) [25, 26]. Since that time it has turned to be a useful tool in jet physics [40-42] and the method can also be generalised to a theory including massive gauge bosons and scalars and hence be used to resum the large logarithms of ratios the gauge boson mass and kinematic invariants in SM scattering processes of very high energy [43-48]. The crucial prerequisite for a resummation of these logarithms for a generic observable $\sigma$ is to have a factorised formula, in which the dependences on the high scale and the low scale are separated,

$$
\begin{equation*}
\sigma=H \otimes J \otimes S \tag{3.8}
\end{equation*}
$$

with some hard function $H$ that is independent of the low-scale physics, some jet function $J$ that encodes collinear and a soft function $S$ that contains the soft interactions. Each contribution depends only on a single scale and the running between the associated scales is governed by the RGE. To arrive at a formula like (3.8) we will go through several steps:

- We derive the SCET Lagrangian from the QCD Lagrangian using a consistent power counting in the scale ratios. The power counting and the kinematics are introduced in Sec. 3.2.1, while the Lagrangian is derived in Sec. 3.2.2.
- We transform to momentum space to obtain Feynman rules. For a consistent power counting this is done using the label formalism [26,28] (Sec. 3.2.3).
- We introduce Wilson lines (Sec. 3.2.4) to ensure gauge invariance when defining external operators connecting fields at different space-time points. The construction of external operators is described in Sec. 3.2.5.
- Afterwards, we generalise the results for processes involving more than one collinear direction. This brings us to a discussion of $n$-jet amplitudes, we discuss the construction of the respective operators and the anomalous dimensions Sec. 3.2.6.
- The generalisation to the case of massive-boson exchange, which is needed for applications to the SM, is discussed in Sec. 3.3.

Up to the last point, the discussion is based on Ref. [159], while the last point refers to Refs. [44, $45,47]$.

### 3.2.1. Kinematics and conventions

Consider a momentum four vector in the Sudakov parametrisation:

$$
\begin{equation*}
p^{\mu}=(n \cdot p) \frac{\bar{n}^{\mu}}{2}+(\bar{n} \cdot p) \frac{n^{\mu}}{2}+p_{\perp}^{\mu}, \tag{3.9}
\end{equation*}
$$

with $n$ being an arbitrary light-like auxiliary four vector and $\bar{n}$ defined such that

$$
\begin{equation*}
n^{2}=\bar{n}^{2}=0, \quad n \cdot \bar{n}=2 . \tag{3.10}
\end{equation*}
$$

Denoting the light-cone components of a momentum four vector according to

$$
\begin{equation*}
p=\left(n \cdot p, \bar{n} \cdot p,\left|\mathbf{p}_{\perp}\right|\right) \equiv\left(p^{+}, p^{-}, p_{\perp}\right), \tag{3.11}
\end{equation*}
$$

we define a momentum to have $n$-collinear, $\bar{n}$-collinear and soft scaling, respectively, according to

$$
\begin{equation*}
p_{\mathrm{c}}^{\mu} \sim\left(\lambda^{2}, 1, \lambda\right) Q, \quad p_{\overline{\mathrm{c}}}^{\mu} \sim\left(1, \lambda^{2}, \lambda\right) Q, \quad p_{\mathrm{s}}^{\mu} \sim\left(\lambda^{2}, \lambda^{2}, \lambda^{2}\right) Q, \tag{3.12}
\end{equation*}
$$

with $Q$ being the hard energy scale. Note that the scaling of $p_{\mathrm{s}}$ is sometimes called ultrasoft scaling in order to distinguish it from a scaling of the form $(\lambda, \lambda, \lambda)$. However, since this scaling never occurs in our applications, we stick to the convention to use the term soft for $\left(\lambda^{2}, \lambda^{2}, \lambda^{2}\right)$.

The Sudakov parametrisation (3.9) is not restricted to momenta. In the following chapters any four vector is decomposed into its Sudakov components, if convenient. For instance, we define the components of the gluon field via

$$
\begin{equation*}
A^{\mu}=(n \cdot A) \frac{\bar{n}^{\mu}}{2}+(\bar{n} \cdot A) \frac{n^{\mu}}{2}+A_{\perp}^{\mu} \equiv A_{+}^{\mu}+A_{-}^{\mu}+A_{\perp}^{\mu} . \tag{3.13}
\end{equation*}
$$

### 3.2.2. The SCET Lagrangian for QCD

In this section we sketch the derivation of the leading-power Lagrangian for SCET following Ref. [159]. The theory we want to arrive at is given by QCD with all off-shell interactions with order $Q^{2}$ integrated out. This is very much the same strategy as if we would consider a heavy particle to be removed as a dynamic degree of freedom. However, gauge invariance and non-locality require some special treatment, which makes SCET different from other EFTs.

The general strategy is to apply the power expansion of the previous section in a consistent way to the massless QCD action

$$
\begin{equation*}
S_{\mathrm{QCD}}=\int \mathrm{d}^{4} x \mathcal{L}_{\mathrm{QCD}}=\int \mathrm{d}^{4} x\left(\bar{\psi} \mathrm{i} \not D \psi-\frac{1}{4}\left(F_{\mu \nu}^{a}\right)^{2}\right) \tag{3.14}
\end{equation*}
$$

with the sum over the quark flavours and colours implicit. The expansion in $\lambda$ serves as an EFT parameter expansion in analogy to $1 / \Lambda$ in (3.1). We will work at leading power only, meaning that we keep only terms of order $\lambda^{0}$.

To this end, the power counting in $\lambda$ of all fields and interactions is analysed and all subleading terms are dropped. This is done in position space using ordinary Fourier representations, an approach originally chosen in Refs. [32,160]. We also give some results in the label formalism afterwards in order to have momentum-space Feynman rules. The derivation is also possible using the label formalism from the beginning [26].

In order to obtain the effective theory for only soft and collinear interactions, all involved fields have to be expanded into soft and collinear components: ${ }^{3}$

$$
\begin{align*}
A^{\mu}(x) & \rightarrow A_{\mathrm{c}}^{\mu}(x)+A_{\mathrm{s}}^{\mu}(x), \\
\psi(x) & \rightarrow \psi_{\mathrm{c}}(x)+\psi_{\mathrm{s}}(x)=\xi(x)+\eta(x)+\psi_{\mathrm{s}}(x) \tag{3.15}
\end{align*}
$$

[^2]for the gauge-boson fields $A^{\mu}$ and the fermion fields $\psi$, respectively. For the Dirac fermions we have defined the following projections:
\[

$$
\begin{equation*}
\xi_{\mathrm{c}}=P_{+} \psi_{\mathrm{c}}=\frac{\phi \hbar \hbar}{4} \psi_{\mathrm{c}}, \quad \eta_{\mathrm{c}}=P_{-} \psi_{\mathrm{c}}=\frac{\hbar \hbar}{4} \psi_{\mathrm{c}} . \tag{3.16}
\end{equation*}
$$

\]

We will refer to the fields in (3.15) as quark and gluon fields, even though we are in principle interested in the respective fields in the EWSM. The general method, however, will remain unchanged. The colour indices are omitted for simplicity of notation.

In order to obtain the Lagrangian in the SCET expansion, the scaling of the fields in the power counting has to be determined. The scaling of the gluon field can be obtained from the Fourier representation of its propagator using the $R_{\xi}$-gauge: ${ }^{4}$

$$
\begin{equation*}
\int \mathrm{d}^{4} x \mathrm{e}^{\mathrm{i} k x}\langle 0| T\left\{A^{\mu}(x) A^{\nu}(0)\right\}|0\rangle=\frac{-\mathrm{i}}{k^{2}}\left(g^{\mu \nu}-(1-\xi) \frac{k^{\mu} k^{\nu}}{k^{2}}\right) . \tag{3.17}
\end{equation*}
$$

Since the scaling on both sides has to be the same, the components of the gluon fields have to scale like their associated momenta:

$$
\begin{equation*}
A_{\mathrm{c}}^{\mu} \sim\left(\lambda^{2}, 1, \lambda\right), \quad A_{\mathrm{s}}^{\mu} \sim\left(\lambda^{2}, \lambda^{2}, \lambda^{2}\right) \tag{3.18}
\end{equation*}
$$

Note that the scaling of the soft field does not imply that its interactions are genuinely power suppressed. This is because the conjugate position argument scales such that $x \cdot p \sim 1$ and therefore, for instance,

$$
\begin{equation*}
\int \underbrace{\mathrm{d}^{4} x}_{\sim \lambda^{-8}}(\underbrace{\partial_{\mu}}_{\sim \lambda^{2}} \underbrace{A_{\nu, \mathrm{s}}(x)}_{\sim \lambda^{2}})^{2} \sim 1 \tag{3.19}
\end{equation*}
$$

The contribution to the action is hence of order 1, even though the respective term in the Lagrangian density appears to be suppressed.

By analysing the power counting for the collinear fermion fields (3.16) in a similar manner, it can be shown that the $\eta$-contribution is power suppressed and does not contribute at leading power:

$$
\begin{equation*}
\xi_{\mathrm{c}}(x) \sim \lambda, \quad \eta_{\mathrm{c}}(x) \sim \lambda^{2} . \tag{3.20}
\end{equation*}
$$

In contrast to $A_{\mathrm{s}}^{\mu}$, the position argument of the fermion component $\eta_{\mathrm{c}}(x)$ has collinear scaling and the kinetic term results to be suppressed also on the level of the action. Since the Lagrangian is quadratic in $\eta$, its classical equation of motion can be solved and it can be integrated out by inserting the solution back into the Lagrangian. This procedure introduces inverse derivative operators into the Lagrangian, for instance via the equation of motion for $\bar{\eta}$ :

$$
\begin{equation*}
\not D_{\perp} \xi=-\frac{\bar{n}}{2} n \cdot D \eta \quad \Rightarrow \eta=-\frac{\hbar}{2 \bar{n} \cdot D} \not D_{\perp} \xi, \tag{3.21}
\end{equation*}
$$

[^3]where the perpendicular component of the covariant derivative is defined in analogy to (3.9). The inverse derivatives can be defined via the integral representation
\[

$$
\begin{equation*}
\frac{\mathrm{i}}{\mathrm{i} \bar{n} \cdot \partial+\mathrm{i} 0} \phi(x)=\int_{-\infty}^{0} \mathrm{~d} s \phi(x+s \bar{n}) . \tag{3.22}
\end{equation*}
$$

\]

The occurrence of products of field operators evaluated at different space-time points indicates a non-local interaction along the $n$-collinear direction. This can be understood from the fact that any number of directional derivatives has to be considered in the effective Lagrangian:

$$
\begin{equation*}
\phi_{\mathrm{c}}(x+s \bar{n})=\exp (s \bar{n} \cdot \partial) \phi_{\mathrm{c}}(x)=\sum_{k=0}^{\infty} \frac{s^{k}}{k!}(\bar{n} \cdot \partial)^{k} \phi_{\mathrm{c}}(x) \tag{3.23}
\end{equation*}
$$

Note that the first equality is the usual quantum-mechanical translation operation. Because all terms on the right-hand side of (3.23) contribute at the same order in the power counting, the general effective Lagrangian will feature non-local interactions.

Having the fields expanded in $\lambda$ and having removed the $\eta$-component, we can write the Lagrangian as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SCET}}=\bar{\psi}_{\mathrm{s}} \mathrm{i} \not D_{\mathrm{s}} \psi_{\mathrm{s}}+\bar{\xi} \frac{\bar{\hbar}}{2} \mathrm{i} n \cdot D \xi+\bar{\xi} \frac{\hbar}{2}\left(\mathrm{i} \not D_{\perp} \frac{1}{\mathrm{i} \bar{n} \cdot D} \mathrm{i} \not D_{\perp}\right) \xi-\frac{1}{4}\left(F_{\mu \nu, \mathrm{s}}^{a}\right)^{2}-\frac{1}{4}\left(F_{\mu \nu, \mathrm{c}}^{a}\right)^{2}, \tag{3.24}
\end{equation*}
$$

where the expanded form of the covariant derivatives and the field strengths is still to be determined. To do this, we have to apply the same treatment to the interaction terms of the Lagrangian. Those interaction terms that involve soft or collinear fields exclusively remain unaffected by this expansion because upon integration over space-time, the interaction terms are of $\mathcal{O}(1)$ by construction. A non-trivial expansion is required only for interactions between soft and collinear modes. Consider the interaction term of two collinear fields with a soft gluon:

$$
\begin{equation*}
\int \mathrm{d}^{4} x \phi_{\mathrm{c}}^{2}(x) A_{\mathrm{s}}^{\mu}(x)=\int \mathrm{d}^{4} x \int \frac{\mathrm{~d}^{4} p_{1}}{(2 \pi)^{4}} \int \frac{\mathrm{~d}^{4} p_{2}}{(2 \pi)^{4}} \int \frac{\mathrm{~d}^{4} p_{\mathrm{s}}}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i}\left(p_{1}+p_{2}+p_{\mathrm{s}}\right) x} \tilde{\phi}_{\mathrm{c}}\left(p_{1}\right) \tilde{\phi}_{\mathrm{c}}\left(p_{2}\right) \tilde{A}_{\mathrm{s}}^{\mu}\left(p_{\mathrm{s}}\right) \tag{3.25}
\end{equation*}
$$

where $\phi_{c}$ can denote a collinear quark/antiquark or gluon pair, respectively. The sum of the momenta in the exponential has collinear scaling:

$$
\begin{equation*}
x\left(p_{1}+p_{2}+p_{\mathrm{s}}\right) \sim 1, \quad x \sim\left(1, \frac{1}{\lambda^{2}}, \frac{1}{\lambda}\right) \frac{1}{Q} . \tag{3.26}
\end{equation*}
$$

In order to remove all spurious terms from the exponent in (3.25), one makes the replacement

$$
\begin{equation*}
x p_{\mathrm{s}} \rightarrow\left(0, \frac{1}{\lambda^{2}}, 0\right) \frac{1}{Q} p_{\mathrm{s}}=x^{-} p_{\mathrm{s}}^{+} . \tag{3.27}
\end{equation*}
$$

In the same spirit, the soft gluon field is replaced by its +-component:

$$
\begin{equation*}
\int \mathrm{d}^{4} x \phi_{\mathrm{c}}^{2}(x)\left(A_{\mathrm{c}}^{\mu}(x)+A_{\mathrm{s}}^{\mu}\left(x^{-}\right)\right) \approx \int \mathrm{d}^{4} x \phi_{\mathrm{c}}^{2}(x)\left(A_{\mathrm{c}}^{\mu}(x)+A_{+, \mathrm{s}}^{\mu}\left(x^{-}\right)\right), \tag{3.28}
\end{equation*}
$$

because from the scaling (3.18) one sees that

$$
\begin{equation*}
A_{\mathrm{c}}^{-} \gg A_{\mathrm{s}}^{-}, \quad A_{\perp, \mathrm{c}} \gg A_{\perp, \mathrm{s}} . \tag{3.29}
\end{equation*}
$$

All of the above considerations are taken care by defining the covariant derivative according to

$$
\begin{equation*}
\mathrm{i} D^{\mu}=\mathrm{i} \partial^{\mu}+g\left[\left(n \cdot A_{\mathrm{c}}^{a}(x)+n \cdot A_{\mathrm{s}}^{a}\left(x^{-}\right)\right) \frac{\bar{n}^{\mu}}{2}+\bar{n} \cdot A_{\mathrm{c}}^{a}(x) \frac{n^{\mu}}{2}+A_{\perp, \mathrm{c}}^{a, \mu}(x)\right] T^{a} \tag{3.30}
\end{equation*}
$$

where we have reintroduced the colour algebra. Defining

$$
\begin{align*}
& \mathrm{i} D_{\mathrm{s}}^{\mu}=\mathrm{i} \partial^{\mu}+g A_{\mathrm{s}}^{\mu, a} T^{a}, \\
& \mathrm{i} D_{\mathrm{c}}^{\mu}=\mathrm{i} \partial^{\mu}+g A_{\mathrm{c}}^{\mu, a} T^{a}, \tag{3.31}
\end{align*}
$$

in addition, we can write the SCET Lagrangian in its final form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SCET}}=\bar{\psi}_{\mathrm{s}} \mathrm{i} D_{\mathrm{s}} \psi_{\mathrm{s}}+\bar{\xi} \frac{\hbar}{2} \mathrm{i} n \cdot D \xi+\bar{\xi} \frac{\hbar}{2}\left(\mathrm{i} \not D_{\perp, \mathrm{c}} \frac{1}{\mathrm{i} \bar{n} \cdot D_{\mathrm{c}}} \mathrm{i} \not D_{\perp, \mathrm{c}}\right) \xi-\frac{1}{4}\left(F_{\mu \nu, \mathrm{s}}^{a}\right)^{2}-\frac{1}{4}\left(F_{\mu \nu, \mathrm{c}}^{a}\right)^{2}, \tag{3.32}
\end{equation*}
$$

with the field-strength tensors being

$$
\begin{equation*}
F_{\mathrm{s}}^{\mu \nu}=\frac{\mathrm{i}}{g_{\mathrm{s}}}\left[D_{\mathrm{s}}^{\mu}, D_{\mathrm{s}}^{\nu}\right], \quad F_{\mathrm{c}}^{\mu \nu}=\frac{\mathrm{i}}{g_{\mathrm{s}}}\left[D^{\mu}, D^{\nu}\right] . \tag{3.33}
\end{equation*}
$$

If, in addition, there is a scalar $\varphi$ in the fundamental representation present, its kinetic term

$$
\begin{equation*}
\mathcal{L}_{\mathrm{sc}}=\left(D_{\mu} \varphi\right)^{\dagger}\left(D^{\mu} \varphi\right) \tag{3.34}
\end{equation*}
$$

can be expanded in a similar way [44]. After defining collinear and soft scalar fields

$$
\begin{equation*}
\varphi(x) \rightarrow \varphi_{\mathrm{c}}(x)+\varphi_{\mathrm{s}}(x) \tag{3.35}
\end{equation*}
$$

and parameterising the covariant derivatives in light-cone coordinates, the Langrangian becomes

$$
\begin{align*}
\mathcal{L}_{\mathrm{sc}} & \left.=\left(D_{\mu, \mathrm{s}} \varphi_{\mathrm{s}}\right)^{\dagger}\left(D_{\mathrm{s}}^{\mu} \varphi_{\mathrm{s}}\right)+\varphi_{\mathrm{c}}^{\dagger}\left((n \cdot D)^{\dagger}\right)(\bar{n} \cdot D)+D_{\perp}^{2}\right) \varphi_{\mathrm{c}} \\
& =\left(D_{\mu, \mathrm{s}} \varphi_{\mathrm{s}}\right)^{\dagger}\left(D_{\mathrm{s}}^{\mu} \varphi_{\mathrm{s}}\right)+\varphi_{\mathrm{c}}^{\dagger}\left((n \cdot \partial)^{\dagger}(\bar{n} \cdot \partial)+\partial_{\perp}^{2}\right) \varphi_{\mathrm{c}}+\text { interaction terms } \tag{3.36}
\end{align*}
$$

### 3.2.3. Label formalism and Feynman rules

Usually, given a Lagrangian in position space, the most convenient way to write down the Feynman rules is by transforming them into momentum space. In SCET, one often adopts a modified momentum space representation, which is called the label formalism first introduced in Ref. [26]. It is based on a splitting of any collinear momentum $p_{\mathrm{c}}$ into a label part and a residual part,

$$
\begin{equation*}
p_{\mathrm{c}} \rightarrow q+r, \tag{3.37}
\end{equation*}
$$

where the residual part has soft scaling,

$$
\begin{equation*}
r \sim\left(\lambda^{2}, \lambda^{2}, \lambda^{2}\right) \tag{3.38}
\end{equation*}
$$

and the label momentum scales as

$$
\begin{equation*}
q \equiv p_{-}+p_{\perp} \sim(0,1, \lambda) . \tag{3.39}
\end{equation*}
$$

The isotropic soft-momentum components are thus encoded in $r$, while the label momentum is designed such that it cannot be changed via collinear or soft interactions. This crucial property implies that in SCET a field can be identified with a certain label momentum $q$. The label of a field can be extracted with the label operator $\mathcal{P}$, defined via

$$
\begin{equation*}
\mathcal{P}^{\mu} \phi_{q}=q^{\mu} \phi_{q} . \tag{3.40}
\end{equation*}
$$

The collinear fields are then rewritten as

$$
\begin{equation*}
\phi_{\mathrm{c}}(x) \rightarrow \sum_{q} \mathrm{e}^{-\mathrm{i} q x} \phi_{q}(x) . \tag{3.41}
\end{equation*}
$$

The leading-power Lagrangian after these substitutions reads

$$
\begin{align*}
\mathcal{L}_{\mathrm{SCET}}= & \bar{\psi}_{\mathrm{s}} \mathrm{i} \not \phi_{\mathrm{s}} \psi_{\mathrm{s}}+\bar{\xi}_{q} \frac{\hbar}{2} \mathrm{i} n \cdot\left(\partial+\mathcal{A}_{k}\right) \xi_{q^{\prime}}+\bar{\xi}_{q} \frac{\hbar}{2}\left(\mathrm{i}\left(\mathcal{P}_{\perp}+\mathcal{A}_{k, \perp}\right) \frac{1}{\mathrm{i} \bar{n} \cdot \mathcal{P}} \mathrm{i}\left(\not \mathcal{P}_{\perp}+\mathcal{A}_{k^{\prime}, \perp}\right)\right) \xi_{q^{\prime}} \\
& -\frac{1}{4}\left(F_{\mu \nu, \mathrm{s}}^{a}\right)^{2}-\frac{1}{4}\left(F_{\mu \nu, \mathrm{c}}^{a}\right)^{2} . \tag{3.42}
\end{align*}
$$

Here the sum over the label momenta is implicit and the phase factors, which ensure the conservation of the label momentum, are also omitted. The Feynman rules following from this Lagrangian are depicted in Fig. 3.1, see Refs. [26, 28].

### 3.2.4. Gauge invariance and Wilson lines

The issue of gauge invariance in SCET has been treated in a systematic way in Refs. [29,31,32]. In this section we will recap some important results from these works.

Omitting subleading contributions in the decompositions (3.15) violates the full $\mathrm{SU}(3)$ gauge invariance, essentially because integrating out the hard interactions removes some non-trivial colour flow. However, the dynamic degrees of freedom left have to respect the remnant symmetries of soft and collinear gauge invariance. The respective symmetry transformations are obtained from a full gauge transformation,

$$
\begin{equation*}
U(x)=\exp \left(i T^{a} \theta^{a}(x)\right), \tag{3.43}
\end{equation*}
$$

if the derivatives of the gauge parameters $\theta_{a}$ are expanded in a way consistent with (3.12):

$$
\begin{array}{ll}
U_{\mathrm{c}}(x)=\exp \left(\mathrm{i} T^{a} \theta_{\mathrm{c}}^{a}(x)\right), & \partial^{\mu} \theta_{\mathrm{c}}^{a}(x) \sim n^{\mu} \theta_{\mathrm{c}}^{a}(x), \\
U_{\mathrm{s}}(x)=\exp \left(\mathrm{i} T^{a} \theta_{\mathrm{s}}^{a}(x)\right), & \partial \theta_{\mathrm{s}}^{a}(x) \sim \lambda^{2} \theta_{\mathrm{s}}^{a}(x) . \tag{3.44}
\end{array}
$$




$$
\begin{aligned}
{ }_{c}^{d, \sigma}{ }_{c, \nu}^{a, \mu} & \\
& =\mathrm{i} \frac{1}{2} g^{2} n_{\sigma}\left[f^{d a e} f^{c b e}\left(\bar{n}_{\rho} g_{\mu \nu}-\bar{n}_{\nu} g_{\rho \mu}\right)\right. \\
& +f^{d b e} f^{a c e}\left(\bar{n}_{\mu} g_{\nu \rho}-\bar{n}_{\rho} g_{\mu}\right)+f^{d c e} f^{a b e}\left(\bar{n}_{\nu} g_{\rho \mu}-\bar{n}_{\mu} g_{\nu \rho}\right)
\end{aligned}
$$

Figure 3.1.: Leading-power Feynman rules for SCET in QCD in $R_{\xi}$-gauge. Curly lines represent soft gluons, while curly lines with a straight line inside represent collinear gluons. The arrows indicate the direction of the associated collinear momentum if it is not fixed by momentum conservation. Feynman rules involving only collinear or soft quarks are not shown, as they are not changed with respect to QCD.

These expressions define collinear and soft gauge transformations, respectively. Since the form of the soft interactions is the same as the full QCD Lagrangian, the soft fields transform in the same way under soft gauge transformations as QCD fields do under full gauge transformations:

$$
\begin{align*}
& \psi_{\mathrm{s}} \rightarrow U_{\mathrm{s}}(x) \psi_{\mathrm{s}} \\
& A_{\mathrm{s}}^{\mu} \rightarrow U_{\mathrm{s}}(x) A_{\mathrm{s}}^{\mu} U_{\mathrm{s}}^{\dagger}(x)+\frac{\mathrm{i}}{g_{\mathrm{s}}} U_{\mathrm{s}}(x)\left[\partial^{\mu}, U_{\mathrm{s}}^{\dagger}(x)\right] \tag{3.45}
\end{align*}
$$

Because soft particles can not emit collinear gluons while remaining soft, the collinear gauge transformation does not affect soft particles:

$$
\begin{equation*}
\psi_{\mathrm{s}} \rightarrow \psi_{\mathrm{s}}, \quad A_{\mathrm{s}}^{\mu} \rightarrow A_{\mathrm{s}}^{\mu} \tag{3.46}
\end{equation*}
$$

For the behaviour of collinear fields under soft gauge transformation to be consistent in the power counting, the soft gauge transformation has to be expanded in the same way as the soft field in the soft-collinear interaction term (3.25), resulting in

$$
\begin{align*}
\xi_{\mathrm{c}} & \rightarrow U_{\mathrm{s}}\left(x_{-}\right) \xi_{\mathrm{c}} \\
A_{\mathrm{c}}^{\mu} & \rightarrow U_{\mathrm{s}}\left(x_{-}\right) A_{\mathrm{c}}^{\mu} U_{\mathrm{s}}^{\dagger}\left(x_{-}\right) \tag{3.47}
\end{align*}
$$

Finally we discuss the transformation of collinear fields under collinear gauge transformations, which is given by:

$$
\begin{align*}
\xi_{\mathrm{c}} & \rightarrow U_{\mathrm{c}}(x) \xi_{\mathrm{c}} \\
A_{\mathrm{c}}^{\mu} & \rightarrow U_{\mathrm{c}}(x) A_{\mathrm{c}}^{\mu} U_{\mathrm{c}}^{\dagger}(x)+\frac{1}{g_{\mathrm{s}}} U_{\mathrm{c}}(x)\left[\mathrm{i} \partial^{\mu}+g_{\mathrm{s}} \frac{\bar{n}^{\mu}}{2}\left(n \cdot A_{\mathrm{s}}\left(x_{-}\right)\right), U_{\mathrm{c}}^{\dagger}(x)\right] . \tag{3.48}
\end{align*}
$$

The extra contribution of the soft gluon can be motivated by the form of the covariant derivative (3.30): It is fixed such that $D_{\mu}$ transforms as

$$
\begin{equation*}
D_{\mu} \rightarrow U_{\mathrm{c}}(x) D_{\mu} V_{\mathrm{c}}^{\dagger}(x) \tag{3.49}
\end{equation*}
$$

The collinear covariant derivative transforms as

$$
\begin{align*}
& D_{\mathrm{c}}^{\mu} \rightarrow U_{\mathrm{s}}\left(x_{-}\right) D_{\mathrm{c}}^{\mu} V_{\mathrm{s}}^{\dagger}\left(x_{-}\right), \\
& D_{\mathrm{c}}^{\mu} \rightarrow U_{\mathrm{c}}(x) D_{\mathrm{c}}^{\mu} V_{\mathrm{c}}^{\dagger}(x) \tag{3.50}
\end{align*}
$$

and hence the Lagrangian (3.32) is by construction invariant under both soft and collinear gauge transformations.

In order to construct external operators from gauge-covariant building blocks which respect the remnant gauge symmetries, we define soft and collinear Wilson lines as

$$
\begin{align*}
W_{n}(x) & =\hat{\mathrm{P}} \exp \left(\mathrm{i} g_{\mathrm{s}} \int_{-\infty}^{0} \mathrm{~d} s \bar{n} \cdot A_{\mathrm{c}}^{a}(x+s \bar{n}) T^{a}\right) \\
Y_{n}(x) & =\hat{\mathrm{P}} \exp \left(\mathrm{i} g_{\mathrm{s}} \int_{-\infty}^{0} \mathrm{~d} s n \cdot A_{\mathrm{s}}^{a}(x+s n) T^{a}\right) . \tag{3.51}
\end{align*}
$$

They provide natural generalisations of the ordinary QCD Wilson line from infinity, which reads

$$
\begin{equation*}
W(x)=\hat{\mathrm{P}} \exp \left(\mathrm{i} g_{\mathrm{s}} \int_{-\infty}^{0} \mathrm{~d} s \bar{n} \cdot A^{a}(x+s \bar{n}) T^{a}\right) . \tag{3.52}
\end{equation*}
$$

Here and in the following, the symbol $\hat{\mathrm{P}}$ denotes path ordering of the colour operators $T^{a}$, see (3.7). More generally, Wilson lines are defined as the connection of a field evaluated at two space-time points that respects gauge invariance:

$$
\begin{equation*}
\psi(x)=\hat{\mathrm{P}} \exp \left(\mathrm{i} g_{\mathrm{s}} \int_{y}^{x} \mathrm{~d} \xi_{\mu} A^{\mu, a}\left(\xi^{\mu}\right) T^{a}\right) \psi(y) \equiv W(x, y) \psi(y) \tag{3.53}
\end{equation*}
$$

where $\xi$ is some parameterised curve connecting $x$ and $y .{ }^{5}$ From a geometric point of view this corresponds to a parallel transport along the manifold of gauge-equivalent field configurations, for details see for instance Sec. 2.3.2 of Ref. [143]. Applying a gauge transformation on the $\psi$ fields in the above equation shows that the Wilson line's transformation behaviour under gauge transformations has to read

$$
\begin{equation*}
W(x, y) \rightarrow U(x) W(x, y) U^{\dagger}(y) \tag{3.54}
\end{equation*}
$$

For a Wilson line coming from infinity, this implies

$$
\begin{equation*}
W(x) \rightarrow U(x) W(x) U^{\dagger}(-\infty)=U(x) W(x) \tag{3.55}
\end{equation*}
$$

if the gauge transformation vanishes as $x \rightarrow \infty$. This is a sensible assumption, as otherwise a gauge transformation would induce non-vanishing boundary terms.

Wilson lines are especially important when constructing non-local operators since the product of two operators at different space-time points is by construction gauge invariant if they are connected via a Wilson line:

$$
\begin{align*}
\bar{\psi}(x+s \bar{n}) \psi(x) \rightarrow & \bar{\psi}(x+s \bar{n}) W(x+s \bar{n}, x) \psi(x) \\
= & \bar{\psi}(x+s \bar{n}) \hat{\mathrm{P}} \exp \left(\mathrm{i} \int_{0}^{s} \mathrm{~d} \tau \bar{n} \cdot A^{a}(x+\tau \bar{n}) T^{a}\right) \psi(x) \\
= & \bar{\psi}(x+s \bar{n}) \hat{\mathrm{P}} \exp \left(\mathrm{i} \int_{-\infty}^{0} \mathrm{~d} \tau \bar{n} \cdot A^{a}(x+s \bar{n}+\tau \bar{n}) T^{a}\right. \\
& \left.\quad-\mathrm{i} \int_{-\infty}^{0} \mathrm{~d} \tau \bar{n} \cdot A^{a}(x+\tau \bar{n}) T^{a}\right) \psi(x) \\
= & \bar{\psi}(x+s \bar{n}) W(x+s \bar{n}) W^{\dagger}(x) \psi(x), \tag{3.56}
\end{align*}
$$

where the last equality shows that a single Wilson line of finite extent can be written as a product of two Wilson lines from and to infinity, respectively. This relies on the fact that all Wilson-lines considered here follow straight paths. In case of the general definition (3.53), this does not necessarily hold. Note further that both $\bar{\psi}(x+s \bar{n}) W(x+s \bar{n})$ and $W^{\dagger}(x) \psi(x)$ are separately gauge invariant. Non-local interactions involving collinear fermions and gauge bosons

[^4]can therefore be constructed using the combinations
\[

$$
\begin{equation*}
\chi_{\mathrm{c}}(x)=W_{n}^{\dagger}(x) \xi(x), \quad \mathcal{A}^{\mu}(x)=W_{n}^{\dagger}(x)\left(\mathrm{i} D_{\mathrm{c}}^{\mu} W_{n}(x)\right), \tag{3.57}
\end{equation*}
$$

\]

for processes involving external $n$ collinear quarks and gluons, respectively.
Calculating radiative corrections to operators involving these kinds of fields involves virtual gluons emitted both from the external field and from the Wilson line. The Feynman rules for the radiation from external fields can be read off Fig. 3.1, while those associated with radiation from the Wilson line are obtained via re-expanding the exponential. This is most conveniently done in momentum or label space, where the representation of the Wilson line is [27,28]

$$
\begin{equation*}
W_{n}=\sum_{\text {perms }} \exp \left(-g_{\mathrm{s}} \frac{1}{\bar{n} \cdot \mathcal{P}} \bar{n} \cdot A_{\mathrm{c}, \mathrm{q}}(x)\right) . \tag{3.58}
\end{equation*}
$$

Expanding the exponential yields order by order the Feynman rules for the coupling of $n$-collinear gluons from the collinear Wilson line in the fundamental representation:

for the emission of a single collinear gluon,

for two gluons, and so on for a higher number of emitted gluons.

### 3.2.5. External Operators

The SCET Lagrangian (3.32) has been obtained by expanding all QCD interactions in the SCET power counting. It is however not the most general SCET operator one can write down. In fact, to calculate observables the SCET Lagrangian alone is rather useless because it is completely independent of any hard interaction, which is usually just the interesting part of a scattering process.

In order to calculate observables one introduces supplementary external operators, which may be inserted into Green's functions. A discussion of the defining features of external operators can be found in Ref. [144], chapter 23.4.

A very basic and extensively discussed example is the Sudakov form factor. It is of particular importance for our purpose because the results serve as building blocks for SCET corrections to $n$-jet amplitudes, which we are going to consider. In QCD the Sudakov form factor can be defined as the expectation value of two quarks scattering from the current operator

$$
\begin{equation*}
J^{\mu}(x)=\bar{\psi}(x) \gamma^{\mu} \psi(x) \tag{3.61}
\end{equation*}
$$

which can be matched against a suitable SCET operator. This is conveniently done in the Breit frame, where the two quarks are back-to-back. Writing down a continuous sum of all collinear gauge invariant $\lambda^{0}$-operators with the above Lorentz structure yields

$$
\begin{equation*}
J^{\mu}(x)=\int \mathrm{d} s \int \mathrm{~d} t C(s, t) \bar{\chi}_{\mathrm{c}}(x+s \bar{n}) \gamma_{\perp}^{\mu} \chi_{\mathrm{c}}(x+t n) \tag{3.62}
\end{equation*}
$$

The integrals occur because we do not restrict ourselves to local interactions. The fact that we need only one reference vector $n$ is a specific property of the Breit frame. Only $\gamma_{\perp}^{\mu}$ contributes because of the expansion of $\gamma^{\mu}$ in the Sudakov parametrisation:

$$
\begin{equation*}
\gamma^{\mu}=\hbar \frac{\bar{n}^{\mu}}{2}+\hbar \frac{n^{\mu}}{2}+\gamma_{\perp}^{\mu} . \tag{3.63}
\end{equation*}
$$

When sandwiched between an $n$-collinear and an $\bar{n}$-collinear fermion field, only the third term gives a non-zero contribution. In the label formalism the above operator translates into

$$
\begin{equation*}
J^{\mu}(x)=\bar{\chi}_{\mathrm{c}, q} \tilde{C}(\mathcal{P}) \gamma_{\perp}^{\mu} \chi_{\bar{c}, q^{\prime}}, \tag{3.64}
\end{equation*}
$$

with the phases and the sum over labels again implicit. Insertions of the current (3.62) into the Green's functions enables the description of hard interactions within SCET. In Feynman diagrams, the insertion of an external operator is denoted with the symbol

$$
\begin{equation*}
\otimes \tag{3.65}
\end{equation*}
$$

Note that for the notation of the Wilson-line Feynman rules in (3.59), (3.60) we have already employed this notation since the Wilson lines arise in the construction of external operators.

### 3.2.6. $n$-jet scattering amplitudes in SCET

The former discussion has covered the general properties of SCET for a process with one distinct direction. The generalisation to observables involving $n$ directions is straightforward: A set of collinear and anticollinear fields is introduced for each direction, and they interact via a single set of soft fields. Furthermore, we will see that the anomalous dimension of any $n$-jet amplitude is obtained as a sum over two-particle results. Studying $n$-jet amplitudes in SCET has proven useful to analyse the structure of infrared (IR) singularities in QCD [158,161-164]. A systematic consideration of subleading-power $n$-jet operators has been worked out in Refs. [165, 166].
If a hard scattering amplitude is to be computed, any external field is to be represented by a collinear field in a certain direction, between which interactions are only possible by means of soft modes. The SCET Lagrangian is hence obtained by copying the collinear part and keeping the soft one:

$$
\begin{equation*}
\mathcal{L}_{n}=\sum_{i=1}^{n} \mathcal{L}_{\text {coll }, i}+\mathcal{L}_{\text {soft }} . \tag{3.66}
\end{equation*}
$$

A cross talk between the collinear sectors via collinear interactions is forbidden by momentum conservation.

An external operator representing an $n$-jet scattering amplitude has the form

$$
\begin{equation*}
\mathcal{O}(x)=\int \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n} \phi_{1}\left(x+t_{1} \bar{n}_{1}\right) \ldots \phi_{n}\left(x+t_{n} \bar{n}_{n}\right) \tag{3.67}
\end{equation*}
$$

or, within the label formalism,

$$
\begin{equation*}
\mathcal{O}=\phi_{1, p_{1}} \ldots \phi_{n, p_{n}} . \tag{3.68}
\end{equation*}
$$

Here, each field $\phi$ denotes a gauge-invariant building block discussed in Sec. 3.2.4. We have to assume that colour is conserved in the interaction, that is, the colour of the $\phi_{i}$ adds up to zero if all fields are incoming. The fact that any operator can be written as in (3.68) is investigated more detail in Sec. 3.3.2.

## Factorization theorem

The RGE-improved matrix element for the $n$-jet process involving an operator $j$ reads

$$
\begin{equation*}
\mathcal{M}_{j}=C_{i}\left(\mu_{\mathrm{h}}\right) \hat{\mathrm{P}} \exp \left[-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma(\mu)\right]_{i j} \times \prod_{k} J_{k} \times S, \tag{3.69}
\end{equation*}
$$

which is precisely (3.6) with the Wilson coefficients $C_{i}$ and the anomalous dimension $\gamma . J_{k}$ and $S$, denoting the jet and soft functions respectively, are not discussed in detail for the case of QCD. In some cases they depend on non-perturbative low-energy physics, such as the jet algorithm, the parton-distribution functions (PDFs) or fragmentation functions. In the following we discuss the computation of the Wilson coefficients and the anomalous dimension.

## Wilson coefficients

Following the considerations given in Sec. 3.1, the Wilson coefficients associated with the operators (3.68) are obtained from a matching computation between QCD and SCET with all small scales set to zero. In terms of the operators of the form (3.68), a hard $n$-jet matrix element reads

$$
\begin{equation*}
\mathcal{M}_{\mathrm{SCET}}=C_{i}\left\langle\mathcal{O}_{i}\right\rangle, \tag{3.70}
\end{equation*}
$$

where we have suppressed colour and spin indices. The values of the tree-level Wilson coefficients are inferred by demanding

$$
\begin{equation*}
\mathcal{M}_{\mathrm{SCET}} \stackrel{!}{=} \mathcal{M}_{\mathrm{QCD}}+\mathcal{O}(\lambda) \tag{3.71}
\end{equation*}
$$

As the operators themselves fix the Lorentz- and colour algebra, the matching condition can be phrased as

$$
\begin{equation*}
\mathcal{M}_{\mathrm{SCET}}(\{p\})=C(\{p\}) \times(\text { "spinors and polarisation vectors" }), \tag{3.72}
\end{equation*}
$$

with the latter part also containing Dirac and colour matrices. The dependence on the momenta indicates that the Wilson coefficient is in momentum space. While (3.72) is somewhat obvious at tree level, it also holds at higher orders.


Figure 3.2.: Structure of the soft (left) and collinear (right) one-loop SCET radiative corrections to an $n$-jet amplitude. All lines represent collinear fields. The collinear corrections can be associated with a single external leg, while the soft ones involve two-particle correlations.

When radiative corrections are computed in SCET, both the Wilson coefficients and the operator expectation values are expanded in a perturbative series in the coupling constant:

$$
\begin{align*}
C_{i} \mathcal{O}_{i} & \rightarrow\left(C_{i}^{(0)}+C_{i}^{(1)}(\mu)+\ldots\right)\left(\mathcal{O}_{i}^{(0)}+\mathcal{O}_{i}^{(1)}(\mu)+\ldots\right) \\
& =C_{i}^{(0)} \mathcal{O}_{i}^{(0)}+C_{i}^{(0)}(\mu) \mathcal{O}_{i}^{(1)}(\mu)+C_{i}^{(1)}(\mu) \mathcal{O}_{i}^{(0)}+\ldots . \tag{3.73}
\end{align*}
$$

We have indicated scale dependences of the one-loop quantities $C^{(1)}$ and $\mathcal{O}^{(1)}$. The one-loop SCET matrix element is then given by

$$
\begin{equation*}
\mathcal{M}_{\mathrm{SCET}}^{1 \text {-loop }}(\mu)=C^{(0)}\left\langle\mathcal{O}^{(1)}(\mu)\right\rangle+C^{(1)}(\mu)\left\langle\mathcal{O}^{(0)}\right\rangle . \tag{3.74}
\end{equation*}
$$

Note that by $\left\langle\mathcal{O}^{(1)}(\mu)\right\rangle$ we denote the one-loop Feynman diagrams using the EFT Lagrangian. This includes the wavefunction counterterms from the LSZ reduction formula. Imposing (3.71) at one loop, the one-loop Wilson coefficient reads

$$
\begin{equation*}
\frac{C^{(1)}(\mu)}{C^{(0)}}=\frac{\mathcal{M}_{\mathrm{QCD}}^{\text {1-loop }}(\mu)-C^{(0)}\left\langle\mathcal{O}^{(1)}(\mu)\right\rangle}{\mathcal{M}_{\mathrm{QCD}}^{\text {tree }}} \tag{3.75}
\end{equation*}
$$

Because the Wilson coefficient depends only on the hard scale, the r.h.s. above must also not depend on any low scale. Therefore the computation can be simplified by setting all of them to zero, although this possibly introduces additional IR divergences. When the low scales are put to zero, all loop corrections $\mathcal{O}^{(1)}$ in SCET vanish because they involve only scaleless integrals:

$$
\begin{equation*}
\mathcal{O}^{(1)}(\mu)=\sum_{k}\left(\frac{D_{k}}{\varepsilon_{\mathrm{UV}}^{k}}-\frac{D_{k}}{\varepsilon_{\mathrm{IR}}^{k}}\right), \tag{3.76}
\end{equation*}
$$

with some coefficients $D$. This can be explained by the fact that the diagrams depicted in Fig. 3.2 do not have any dependence on momentum transfers $\left(p_{i}+p_{j}\right)^{2}$ and hence depend only on the external and internal masses. While this is obvious for the collinear graphs, it is also true for the soft diagrams, as the loop momentum is expanded in the soft region, see App. B for an explicit calculation.

The UV poles in the full and the effective theory can in general be different, but the IR poles have to agree [52] and hence cancel in (3.75). The Wilson coefficient is thus calculated from the IR-finite part of the full matrix element and after renormalisation one obtains (assuming (3.72) to be valid at tree level)

$$
\begin{align*}
\left.\mathcal{M}_{\mathrm{QCD}}^{1 \text { l-lop, ren }}(\mu)\right|_{\text {IR-finite }} & =\frac{C^{(1), \text { ren }}(\mu) \mathcal{M}_{\mathrm{QCD}}^{\text {tree }}}{C^{(0)}}=C^{(1), \text { ren }}(\mu)\left\langle\mathcal{O}^{(0)}\right\rangle \\
& =C^{(1), \text { ren }}(\mu) \times(\text { "spinors and polarisation vectors" }), \tag{3.77}
\end{align*}
$$

which is the version of (3.72) at one-loop. (3.77) provides a prescription to calculate Wilson coefficients from QCD matrix elements, which will play a crucial role in our automation strategy.

## Anomalous dimension

If one wishes to calculate the anomalous dimension for an $n$-jet operator, one has to compute an IR-finite observable involving that $n$-jet operator in order to extract the coefficient $D_{1}$ of the UV $\varepsilon$-pole in (3.76). One possibility employed in Ref. [159] is to introduce small offshellnesses $p_{i}^{2}$ for the external legs. The computation, see App. B, then boils down to a sum over pairs of external particles. Each contribution is similar to the corrections to the Sudakov form factor. The results for the collinear functions $\mathcal{J}$ and the soft function $\mathcal{S}$ read

$$
\begin{align*}
\mathcal{J}_{\mathrm{q}} & =1+\frac{\alpha_{\mathrm{s}}}{4 \pi} C_{F}\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \frac{\mu^{2}}{-p^{2}-\mathrm{i} 0}+\frac{3}{2 \varepsilon}\right)+\mathcal{O}(1), \\
\mathcal{J}_{\mathrm{g}} & =1+\frac{\alpha_{\mathrm{s}}}{4 \pi} C_{\mathrm{A}}\left(\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \frac{\mu^{2}}{-p^{2}-\mathrm{i} 0}\right)+\frac{\beta_{0}}{2 \varepsilon}\right)+\mathcal{O}(1), \\
\mathcal{S} & =1+\frac{\alpha_{\mathrm{s}}}{4 \pi} \sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2}\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \frac{\left(-s_{i j}-\mathrm{i} 0\right) \mu^{2}}{\left(-p_{i}^{2}-\mathrm{i} 0\right)\left(-p_{j}^{2}-\mathrm{i} 0\right)}+\frac{\beta_{0}}{2 \varepsilon}\right)+\mathcal{O}(1) . \tag{3.78}
\end{align*}
$$

Formally, the expression $\log \frac{\left(-s_{i j}-\mathrm{i} 0\right) \mu^{2}}{\left(-p_{i}^{2}-\mathrm{i} 0\right)\left(-p_{j}^{2}-\mathrm{i} 0\right)}$ should be replaced by a sum of the individual logarithms:

$$
\begin{equation*}
\log \frac{\left(-s_{i j}-\mathrm{i} 0\right) \mu^{2}}{\left(-p_{i}^{2}-\mathrm{i} 0\right)\left(-p_{j}^{2}-\mathrm{i} 0\right)} \equiv \log \frac{\left(-s_{i j}-\mathrm{i} 0\right)}{\mu^{2}}-\log \frac{\left(-p_{i}^{2}-\mathrm{i} 0\right)}{\mu^{2}}-\log \frac{\left(-p_{j}^{2}-\mathrm{i} 0\right)}{\mu^{2}} \tag{3.79}
\end{equation*}
$$

The expression as a fraction is used for compactness. Because of the $i \pi$-terms, it is not allowed to cancel any minus signs against each other! The invariant $s_{i j}$ is defined as

$$
\begin{equation*}
s_{i j}=2 p_{i} \cdot p_{j}=\frac{1}{2}\left(\bar{n}_{i} \cdot p_{i}\right)\left(\bar{n}_{j} \cdot p_{j}\right)\left(n_{i} \cdot n_{j}\right)+\mathcal{O}(\lambda) \tag{3.80}
\end{equation*}
$$

for all momenta incoming. Note that $\bar{n}_{i} \cdot p_{i}$ are the large momentum component of the respective collinear momenta. From the divergent parts in (3.78) one can read off the anomalous dimension matrix $\gamma$ as -2 times the coefficient of $1 / \varepsilon$ :

$$
\begin{equation*}
\gamma=\sum_{\langle i j\rangle} \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j} \Gamma_{\text {cusp }} \log \left(\frac{\mu^{2}}{-s_{i j}}-\mathrm{i} 0\right)+\sum_{i} \gamma_{i}, \tag{3.81}
\end{equation*}
$$

where the regulators $p_{i}^{2}$ have all cancelled. Here $\gamma_{i}$ denotes the anomalous dimension of the field $i$ as defined in the full theory (see 2.37). The quantity $\Gamma_{\text {cusp }}$ is defined as the coefficient of the anomalous dimension in front of the logarithm and reads $\Gamma_{\text {cusp }}=\frac{\alpha_{\mathrm{s}}}{\pi}$ at one loop. Eventually, we introduced the notation for the sum over pairs:

$$
\begin{equation*}
\sum_{\langle i j\rangle} f(i, j)=\frac{1}{2} \sum_{i \neq j} f(i, j), \tag{3.82}
\end{equation*}
$$

with the factor of $1 / 2$ avoiding a double counting of each pair. While at one-loop order the fact that the anomalous dimension is a sum over pairs is rather obvious, it has been conjectured [158] that the above form is valid to all orders in the coupling.

The anomalous dimension is a matrix in operator space. When acting on colour-singlet operators, colour conservation can be used to split the first term in (3.81) into one- and two-particle contributions by introducing $\bar{n}_{i} \cdot p_{i}$ as auxiliary scales:

$$
\begin{align*}
\gamma & =\sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \Gamma_{\text {cusp }}\left(\log \left(\frac{\mu}{\bar{n}_{i} \cdot p_{i}}\right)+\log \left(\frac{\mu}{\bar{n}_{j} \cdot p_{j}}\right)+\log \left(\frac{\left(\bar{n}_{i} \cdot p_{i}\right)\left(\bar{n}_{j} \cdot p_{j}\right)}{-s_{i j}}-\mathrm{i} 0\right)\right)+\sum_{i} \gamma_{i} \mathbb{\mathbb { 1 }} \\
& =\sum_{i} \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{i} \Gamma_{\text {cusp }} \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)-\sum_{\langle i j\rangle} \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j} \Gamma_{\text {cusp }} \log \left(\frac{-n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right)+\sum_{i} \gamma_{i} \mathbb{\mathbb { 1 }} \\
& =\sum_{i} C_{i} \mathbb{\mathbb { }} \Gamma_{\text {cusp }} \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)-\sum_{\langle i j\rangle} \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j} \Gamma_{\text {cusp }} \log \left(\frac{-n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right)+\sum_{i} \gamma_{i} \mathbb{1} \\
& \equiv \underbrace{\gamma_{\mathrm{C}} \mathbb{1}}_{\gamma_{\mathrm{C}}}+\gamma_{\mathrm{S}} \\
& \equiv \gamma_{\text {cusp }} \mathbb{1} \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)+\boldsymbol{\gamma}_{\text {non-cusp }}, \tag{3.83}
\end{align*}
$$

where $C_{i}$ denotes the Casimir operator of the representation of particle $i$. The last lines implicitly define two ways to split up the anomalous dimension:

- The collinear (C) and soft (S) anomalous dimension with $\gamma_{\mathrm{C}}$ comprising the first and third term in (3.83). This distinction is convenient because the collinear anomalous dimension exponentiates naively, while for the soft anomalous dimensions has to use a matrix exponential. It should be stressed that the distinction is not the same as the distinction between the regulator-dependent collinear and soft functions in (3.78) connected to the Feynman diagrams of collinear and soft gluons, respectively.
- The cusp and non-cusp anomalous dimension with the cusp anomalous dimension containing solely the contribution with $\log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)$. If the $s_{i j}$ and the $\bar{n}_{i} \cdot p_{i}$ are of the same order of magnitude, $\log \frac{n_{i} \cdot n_{j}}{2}$ is not large and all double-logarithmic contributions arise from the cusp anomalous dimension.
The two distinctions differ only by means of the $\gamma_{i}$, as shown in Tab. 3.1. In the following we consider the special case of $2 \rightarrow 2$ processes, in which the large momentum components $\bar{n}_{i} \cdot p_{i}$ are given by

$$
\begin{equation*}
\bar{n}_{i} \cdot p_{i}=2 E_{i} \equiv \mu_{\mathrm{h}}, \tag{3.84}
\end{equation*}
$$

| Quantity | Symbol | Def. | Remark |
| :--- | :--- | :--- | :--- |
| Collinear AD | $\gamma_{\mathrm{C}}$ | $\propto \sum_{i}$ | $=\gamma_{\text {cusp }}+\sum_{i} \gamma_{i} \mathbb{1}$ |
| Soft AD | $\gamma_{\mathrm{S}}$ | $\propto \sum_{\langle i j\rangle}$ | $=\gamma_{\text {non-cusp }}-\sum_{i} \gamma_{i} \mathbb{\mathbb { 1 }}$ |
| Cusp AD | $\gamma_{\text {cusp }}$ | $\propto \log \left(\begin{array}{c}\overline{\bar{n}_{i} \cdot p_{i}} \\ \mu\end{array}\right.$ | $=\gamma_{\mathrm{C}}-\sum_{i} \gamma_{i} \mathbb{1}$ |
| Non-cusp AD | $\gamma_{\text {non-cusp }}$ | not $\propto \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)$ | $=\gamma_{\mathrm{S}}+\sum_{i} \gamma_{i} \mathbb{\mathbb { 1 }}$ |

Table 3.1.: Parts of the anomalous dimension and their definitions and relations.
defining the high energy scale $\mu_{\mathrm{h}}$.

### 3.2.7. Integration of the SCET anomalous dimension

From the anomalous dimension, the RGE-improved scattering amplitude is obtained using (3.6). The key ingredient is the path-ordered integral of the anomalous dimension over the scale $\mu$, as defined in (3.7):

$$
\begin{equation*}
\mathbf{M}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right)=\hat{\mathrm{P}} \exp \left(-\int_{\mu_{\mathrm{l}}}^{\mu_{\mathrm{h}}} \frac{\mathrm{~d} \mu}{\mu} \gamma(\mu)\right) . \tag{3.85}
\end{equation*}
$$

If $\gamma$ is brought into the form (3.83), the integration and exponentiation can be performed quite straightforwardly. This is because the actual matrix structure is $\mu$-independent. All terms, for which the path ordering symbol $\hat{\mathrm{P}}$ in (3.85) would apply, commute with one another and we can ignore $\hat{\mathrm{P}}$ when exponentiating. If we assume $\alpha_{\mathrm{s}}$ to be $\mu$-independent, the integration of $\gamma$ is completely trivial:

$$
\begin{align*}
& \mathbf{M}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right)= \exp \\
&( {\left.\left[-\frac{1}{2} \sum_{i} C_{i} \Gamma_{\text {cusp }} \log \left(\frac{\left(\bar{n}_{i} \cdot p_{i}\right)^{2}}{\mu_{\mathrm{h}} \mu_{\mathrm{l}}}\right) \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right)+\gamma_{i} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right)\right] \mathbb{1}\right) } \\
& \times \exp \left(\Gamma_{\text {cusp }} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right) \sum_{\langle i j\rangle} \log \left(\frac{-n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}\right) \\
&=\exp \left(\left[-\frac{1}{2} \sum_{i} C_{i} \Gamma_{\text {cusp }} \log ^{2}\left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right)+\gamma_{i} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right)\right] \mathbb{1}\right)  \tag{3.86}\\
& \times \exp \left(\Gamma_{\text {cusp }} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right) \sum_{\langle i j\rangle} \log \left(\frac{-n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}\right),
\end{align*}
$$

where the second form holds only in the case of a $2 \rightarrow 2$ process, when (3.84) can be used.
When assuming a constant coupling, the additional coupling-counterterm contributions proportional to $\delta g_{\mathrm{s}}$ contain a potentially large logarithmic term. The running is determined by the $\beta$-function coefficients via

$$
\begin{equation*}
\frac{\partial g_{\mathrm{s}}}{\partial \log \mu}=-\beta_{0} \frac{g_{\mathrm{s}}^{3}}{16 \pi^{2}}-\beta_{1} \frac{g_{\mathrm{s}}^{5}}{\left(16 \pi^{2}\right)^{2}}+\mathcal{O}\left(g_{\mathrm{s}}^{7}\right) \tag{3.87}
\end{equation*}
$$

To solve the integral over the scale one can expand $\Gamma_{\text {cusp }}$ and $\gamma_{i}$ in $\alpha_{\mathbf{s}}(\mu)$ :

$$
\begin{align*}
\Gamma_{\text {cusp }} & =\frac{\alpha_{\mathrm{s}}}{4 \pi} \Gamma_{\text {cusp }}^{(1)}+\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2} \Gamma_{\text {cusp }}^{(2)}+\ldots \\
\gamma & =\frac{\alpha_{\mathrm{s}}}{4 \pi} \gamma^{(1)}+\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2} \gamma^{(2)}+\ldots \tag{3.88}
\end{align*}
$$

Using the substitution

$$
\begin{equation*}
\log \left(\frac{\mu}{\mu_{\mathrm{h}}}\right)=\int_{g_{\mathrm{s}}(\mu)}^{g_{\mathrm{s}}\left(\mu_{\mathrm{h}}\right)} \frac{\mathrm{d} g_{\mathrm{s}}^{\prime}}{\beta\left(g_{\mathrm{s}}^{\prime}\right)} \tag{3.89}
\end{equation*}
$$

in the anomalous dimension and expanding the $\beta$-function, the integral is given by $[29,48]$

$$
\begin{align*}
\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma\left(\alpha_{\mathrm{s}}(\mu), \mu\right)= & \left(\frac{f_{0}(z)}{\alpha_{\mathrm{s}}\left(\mu_{\mathrm{h}}\right)}+f_{1}(z)\right) \mathbb{1} \\
& +\frac{\Gamma^{(1)} \log (z)}{\beta_{0}} \sum_{\langle i j\rangle} \log \left(\frac{-n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}+\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right) \tag{3.90}
\end{align*}
$$

with

$$
\begin{align*}
z= & \frac{\alpha_{\mathrm{s}}\left(\mu_{1}\right)}{\alpha_{\mathrm{s}}\left(\mu_{\mathrm{h}}\right)} \\
f_{0}(z)= & \frac{\pi \Gamma_{\text {cusp }}^{(1)}}{\beta_{0}^{2}}\left(\log z+\frac{1}{z}-1\right), \\
f_{1}(z)= & \frac{\beta_{1} \Gamma_{\text {cusp }}^{(1)}}{\beta_{0}^{3}}\left(\log z-z-\frac{1}{2} \log ^{2} z+1\right) \\
& \quad+\frac{\Gamma_{\text {cusp }}^{(2)}}{\beta_{0}^{2}}(z-\log z-1)-\frac{\sum_{i} \gamma_{i}}{\beta_{0}} \log (z) . \tag{3.91}
\end{align*}
$$

Note that (3.90) is merely a more explicit form of the results in Appendix A of [48], where terms are sorted according to whether they are proportional to the unit matrix.

### 3.3. Generalisation to the EWSM

The strategy to generalise SCET to the EWSM has been presented in Refs. [43, 44]. Here large logarithms arise mainly due to the exchange of massive gauge bosons between external legs if kinematic invariants are much larger than the gauge-boson mass. Some applications to simple processes can be found in Refs. [53-55].

The high energy scale is given by the energy scale of the process, which is much larger than the EW scale if large EW Sudakov logarithms appear. Similar to the QCD case, the high-scale quantities are most easily calculated with the low scales set to zero. Setting all low scales, i.e. the gauge-boson, top-quark, and Higgs-boson masses, to zero implies that this is done in the symmetric phase of the Standard Model (SySM). Note that the ratios of the masses have to be kept constant to compute the matching corrections. For instance, setting the top-quark mass and the W-boson mass to zero while keeping the ratio constant yields a constant Yukawa
coupling in the SySM:

$$
\begin{equation*}
g_{\mathrm{t}}=\frac{g_{2} m_{\mathrm{t}}}{\sqrt{2} M_{\mathrm{W}}} \tag{3.92}
\end{equation*}
$$

In turn, the low scale $\mu_{1}$ is given by the EW scale which we identify with the W-boson mass $M_{\mathrm{W}}$. Though, for simplicity we assume all EW mass scales to be of the same order of magnitude in the calculation of the running:

$$
\begin{equation*}
\mu_{\mathrm{l}}=M_{\mathrm{W}} \approx M_{\mathrm{Z}} \approx m_{\mathrm{t}} \approx M_{\mathrm{H}} . \tag{3.93}
\end{equation*}
$$

This is certainly justified, as in the Sudakov region the ratios between the several masses are small compared to their ratios to the kinematic invariants in the Sudakov region:

$$
\begin{equation*}
\frac{M_{\mathrm{W}}^{2}}{m_{\mathrm{t}}^{2}} \gg \frac{M_{\mathrm{W}}^{2}}{s} \tag{3.94}
\end{equation*}
$$

Assuming (3.93) implies that logarithms like $\log M_{\mathrm{W}}^{2} / m_{\mathrm{t}}^{2}$ are treated perturbatively and are not resummed to all orders. However, this does not mean that they are neglected. All finite terms of the type $\log \left(M_{\alpha}^{2} / M_{\beta}^{2}\right)$, with $\alpha, \beta \in\{\mathrm{W}, \mathrm{Z}, \mathrm{H}, \mathrm{t}\}$ are indeed perturbatively taken into account in the high-scale matching coefficients and the operator matrix elements.

Guided by the considerations of the previous section, we can conclude a strategy for the calculation:

- Write down the relevant SCET operators in the EWSM. For the matching computation the low scales are conveniently set to zero. The operators and Wilson coefficients are thus computed in the unbroken phase of the theory. Calculate the matching to the SySM at the scale of the large kinematic invariant $s$, just like in the QCD case.
- Calculate the running of the operators down to the symmetry-breaking scale. The anomalous dimension of the operators is precisely given by (3.83) because it is calculated in the unbroken phase. In addition, there are contributions from scalars which, however, do not affect the form of (3.78) and (3.83), but merely change the $\beta$-function coefficients, which enter the one-particle contributions via the $\gamma_{i}$.
- Calculate the one-loop corrections to the operator matrix elements in SCET with massive gauge bosons. These can be obtained using the same Feynman rules as in the massless case, but some integrals require additional regularisation techniques described in Sec. 3.3.3. Beside the treatment of the longitudinal gauge boson degrees of freedom, this is the only part that is actually different from the massless case. In the case of the EWSM, the corrections to the low scale operators also contain IR singularities due to photon exchange.

We presented the treatment of $n$-jet scattering amplitudes in SCET in Sec. 3.2.6. In the following we discuss in a bit more detail the construction and the structure of radiative corrections to the corresponding $\mathrm{SCET}_{\mathrm{EW}}$ objects.

## Factorised matrix element and Wilson coefficients

The factorised form of the matrix element obtained in QCD can directly be transferred to the EW case:

$$
\begin{equation*}
\mathcal{M}_{j}=C_{i}\left(\mu_{\mathrm{h}}\right) \hat{\mathrm{P}} \exp \left[-\int_{\mu_{\mathrm{l}}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \boldsymbol{\gamma}(\mu)\right]_{i j}\left\langle\mathcal{O}_{j}\left(\mu_{1}\right)\right\rangle, \tag{3.95}
\end{equation*}
$$

where, compared to (3.69), we merely re-introduced the low-scale contribution $\left\langle\mathcal{O}\left(\mu_{1}\right)\right\rangle$ instead of the jet and soft functions. The two scales are defined via

$$
\begin{equation*}
\mu_{\mathrm{l}}=\mathcal{O}\left(M_{\mathrm{W} / \mathrm{Z}}\right), \quad \mu_{\mathrm{h}} \gg M_{\mathrm{W} / \mathrm{Z}} \tag{3.96}
\end{equation*}
$$

Essentially the Wilson coefficients $C\left(\mu_{\mathrm{h}}\right)$ and the anomalous dimension $\gamma$ are calculated precisely as in the QCD case, while the low-scale corrections contained in $\left\langle\mathcal{O}_{j}\right\rangle$ are specific to the EW case.

We saw that the Wilson coefficients are obtained from (3.75). As already indicated in this formula, all low scales, i.e. the EW mass scales, are set to zero. The main differences between the QCD and the EW are:

- The longitudinal degrees of freedom of the weak gauge bosons, which are not present in the unbroken phase have to be consistently related to the would-be Goldstone bosons (see Sec. 3.3.1).
- The computation of " $n$-jet amplitudes" in the EW case, i.e. scattering amplitudes with a well-defined number of electroweakly interacting particles, can be computed in perturbation theory. Since the EW gauge bosons have a mass, this introduces a few computational complications associated with the collinear anomaly, compared to the massless case. These aspects are described in Secs. 3.3.2, 3.3.3.
- There are more $\beta$-functions than in the QCD case with a more complicated structure, due to the mixing of the several coupling constants. This affects the integration of the anomalous dimension, which is described in Sec. 3.3.4.
- The low-scale corrections are completely perturbative. However, due to the photon exchange they are IR divergent and the matching conditions have to be defined such that there is an exact cancellation between the real and virtual corrections. This is described in Sec. 3.3.5.


### 3.3.1. Treatment of longitudinally polarised gauge bosons

In the unbroken phase of the theory, where the Wilson coefficients and the anomalous dimension are computed, gauge bosons are massless and hence always transversely polarised, while in the low-energy theory with massive gauge bosons longitudinal degrees of freedom are present. These degrees of freedom can however be identified with those of the scalar would-be Goldstone bosons in the symmetric phase, which is reflected in the Goldstone-Boson equivalence theorem (GBET),
which in terms of on-shell matrix elements reads [127-130,143]

$$
\begin{align*}
& \mathcal{M}^{\phi_{1} \ldots \hat{W}_{\mathrm{L}}^{ \pm} \ldots \phi_{n}}= \pm\left(1-\frac{\Sigma_{\mathrm{L}}^{W W}\left(M_{\mathrm{W}}^{2}\right)}{M_{\mathrm{W}}^{2}}-\frac{\Sigma^{W \phi}\left(M_{\mathrm{W}}^{2}\right)}{M_{\mathrm{W}}}+\frac{1}{2} \delta Z_{W}+\frac{\delta M_{\mathrm{W}}}{M_{\mathrm{W}}}\right) \mathcal{M}^{\phi_{1} \ldots \phi^{ \pm} \ldots \phi_{n}} \\
&+\mathcal{O}\left(\alpha^{2}\right)+\mathcal{O}\left(\frac{M_{\mathrm{W}}}{E}\right), \\
& \mathcal{M}^{\phi_{1} \ldots \hat{Z}_{\mathrm{L}} \ldots \phi_{n}}=\mathrm{i}\left(1-\frac{\Sigma_{\mathrm{L}}^{Z Z}\left(M_{\mathrm{Z}}^{2}\right)}{M_{\mathrm{Z}}^{2}}+\mathrm{i} \frac{\Sigma^{Z \chi}\left(M_{\mathrm{Z}}^{2}\right)}{M_{\mathrm{Z}}}+\frac{1}{2} \delta Z_{Z Z}+\frac{\delta M_{\mathrm{Z}}}{M_{\mathrm{Z}}}\right) \mathcal{M}^{\phi_{1} \ldots \chi \ldots \phi_{n}} \\
&+\mathcal{O}\left(\alpha^{2}\right)+\mathcal{O}\left(\frac{M_{\mathrm{Z}}}{E}\right), \tag{3.97}
\end{align*}
$$

with $E$ being the boson's energy. As indicated by the hats, we assume the gauge-boson field on the l.h.s. to be renormalised, which introduces the field-renormalisation constants on the r.h.s. The Goldstone-boson fields are kept unrenormalised $\left(\delta Z_{\phi / \chi}=0\right)$ by convention.

The Wilson coefficients and the anomalous dimension for a process involving longitudinally polarised gauge bosons can therefore be obtained from the respective quantities with the gauge bosons replaced by the corresponding would-be Goldstone bosons.

### 3.3.2. $n$-particle operators and Wilson lines

In this section we describe the generalisation of the treatment of $n$-jet scattering amplitudes of Sec. 3.2.6 to the Standard model.

As already mentioned in Secs. 3.2.4-3.2.6, by means of Wilson lines one can construct gauge invariant external operators

$$
\begin{equation*}
\mathcal{O}=W_{n_{1}}^{\dagger} \xi_{1} \ldots W_{n_{n}}^{\dagger} \xi_{n} \tag{3.98}
\end{equation*}
$$

containing $p_{i}$-collinear fermion fields $\xi_{i}$ and a Wilson line in $p_{i}$-direction. We picked an $n$ fermion operator for definiteness. While in the QCD case the fermions are restricted to quarks, in $\operatorname{SCET}_{\text {EW }}$ the $\xi$ field may represent any SM fermion.

The definition of a Wilson line has been given in (3.58). The generalisation to the EW gauge group $\mathrm{SU}(2) \times \mathrm{U}(1)$ can be written as

$$
\begin{equation*}
W_{n_{1}}(x)=\sum_{\text {perms }} \exp \left(-\sum_{k} g_{k} \frac{1}{\bar{n} \cdot \mathcal{P}} \bar{n} \cdot A_{\mathrm{c}, p_{1},(k)}^{a}(x) \boldsymbol{T}^{a}\right) . \tag{3.99}
\end{equation*}
$$

with $\hat{P}$ denoting path ordering and $\boldsymbol{T}^{a}$ generic generators of the symmetry group. The fact that in (3.98) each collinear field comes with a single Wilson line along its momentum direction is not trivial, in particular in a theory with massive gauge bosons. The Wilson line arises from hard interactions that have been integrated out in the EFT. Schematically the included interactions associated with the radiation of $n_{1}$-collinear gauge bosons off any line other than 1 can be
sketched as follows (we consider $n=4$ for simplicity):

with the dots representing diagrams with zero, two, or more than two $p_{1}$-collinear gauge bosons radiated, the dashed lines represent external collinear particles, and the curly lines $n_{1}$-collinear gluons. If the loop gauge boson exchanged between particle 1 and $k$ is $p_{1}$-collinear, particle $k$ becomes far off shell (indicated by a double line) and is integrated out in $\operatorname{SCET}_{\text {EW }}$. The vertex on the r.h.s. contains an $n_{1}$-collinear Wilson line and its Feynman rules are given by (3.59), (3.60). Treating the other collinear directions in an analogous way leads to (3.98).

The reasoning behind (3.100) is that the additional gauge boson factorises from the matrix element according to

in the high-energy limit, with $k$ and $\varepsilon$ being the momentum and polarisation vector of the radiated boson. If both $k$ and $\varepsilon$ are $n_{i}$-collinear, the overall factor in (3.101) can be written as

$$
\begin{equation*}
g \frac{p_{j} \cdot \varepsilon}{p_{j} \cdot k} \boldsymbol{T}_{j}=g \frac{n_{j} \cdot \varepsilon}{n_{j} \cdot k} \boldsymbol{T}_{j}=g \frac{\left(n_{i} \cdot n_{j}\right)\left(\bar{n}_{i} \cdot \varepsilon\right)}{\left(n_{i} \cdot n_{j}\right)\left(\bar{n}_{i} \cdot k\right)} \boldsymbol{T}_{j}+\mathcal{O}(\lambda)=g \frac{\bar{n}_{i} \cdot \varepsilon}{\bar{n}_{i} \cdot k} \boldsymbol{T}_{j}+\mathcal{O}(\lambda) \tag{3.102}
\end{equation*}
$$

where the $j$-dependence is now only in the generator. What happens in the above calculation is that both numerator and denominator are first expressed in terms of light-cone coordinates of $n_{j}$ using that $p_{j}$ is $j$-collinear. The $p_{j}$ dependence then cancels. Afterwards both quantities are expressed in terms of the light-cone coordinates with reference vector $n_{i}$. Because both $k$ and $\varepsilon$ are $n_{i}$-collinear (recall that the collinear gluon field scales like its momentum, cf. Eq. (3.18)), the dependence on $j$ cancels completely from the prefactor in front of the colour operator. Conservation of colour can be used to write

$$
\begin{equation*}
\sum_{j \neq i} \frac{n_{j} \cdot \varepsilon}{n_{j} \cdot k} \boldsymbol{T}_{j} \times \mathcal{M}=-\frac{\bar{n}_{i} \cdot \varepsilon}{\bar{n}_{i} \cdot k} \boldsymbol{T}_{i} \times \mathcal{M} \tag{3.103}
\end{equation*}
$$

which yields the one-loop term of the Wilson line (3.99). This can be iterated for terms involving more than one gauge boson, so that at leading power all $p_{i}$-collinear emissions are combined in a single Wilson line in $n_{i}$ direction, which is then contained in the effective vertex.

All above considerations hold for both massive and massless gauge-boson radiation. When calculating radiative corrections to operators of the form (3.98), one would expect an equation
like

to hold, with the l.h.s. graphs are evaluated in the SySM (using the method of regions) and the r.h.s. graph in $\mathrm{SCET}_{\mathrm{EW}}$. In the massless case, this turns out to be true. However, if the exchange of massive gauge bosons is examined beyond tree level, the collinear anomaly potentially spoils the validity of (3.104).

### 3.3.3. Collinear anomaly

While the basic concepts of SCET can also be applied to a spontaneously broken gauge theory, some technical complications arise due to the collinear or factorisation anomaly [37, 167]. In contrast to the Wilson coefficients and the anomalous dimension, which can be inferred from the QCD results, the low-scale corrections require the explicit computation of the UV-finite parts of the $\mathrm{SCET}_{\mathrm{EW}}$-integrals. In the following we demonstrate the regularisation mechanism of the $\Delta$-regulator by means of the fermion jet function, which is also computed in Ref. [46]. However, the bosonic case is very similar. Both calculations are given in more detail in App. B. A single collinear graph arising from a gauge boson with mass $M$ coupling to a fermion with coupling constant $g$ gives rise the following integral (all loop momenta are $n_{i}$ collinear):


For $M=0$ the QCD result is obtained. In Ref. [46] and in more detail in App. B, it is shown that after performing the integrations over $k^{+}$and $\boldsymbol{k}_{\perp}$, the loop integral $I_{\text {coll }}$ in (3.105) leads to a divergent integral of the form

$$
\begin{equation*}
I_{\text {coll }}=-\frac{\alpha}{2 \pi}\left(\mu^{2}\right)^{\varepsilon} \Gamma(\varepsilon) \int_{0}^{1} \mathrm{~d} z \frac{1-z}{z}\left[M^{2}(1-z)-m_{i}^{2} z(1-z)\right]^{-\varepsilon}, \tag{3.106}
\end{equation*}
$$

which is ill-defined owing to the region $z \rightarrow 0$ also if $D \neq 4$. Of course for a given observable the sum of all $\mathrm{SCET}_{\mathrm{EW}}$ graphs has to be finite, as explicitly shown in Ref. [46] for the Sudakov form factor by directly putting all integrands together. This is, however, only feasible if the number of diagrams is very small and the diagrams themselves are not too complicated. It is much more convenient to evaluate each diagram separately, which requires an additional regularisation of integrals of the type (3.105) on top of DimReg. The regulator has to cancel when the several collinear and soft graphs are summed up. One possibility is the $\Delta$-regulator discussed in the following.

Chapter 3. Effective field theories and soft-collinear effective theory

## $\Delta$-regularisation and zero-bin subtraction

The $\Delta$-regulator, which regulates the divergences associated with the collinear anomaly, corresponds to a mass shift of internal propagators,

$$
\begin{equation*}
\frac{1}{\left(p_{i}+k\right)^{2}-m_{i}^{2}} \rightarrow \frac{1}{\left(p_{i}+k\right)^{2}-m_{i}^{2}-\Delta_{i}}, \tag{3.107}
\end{equation*}
$$

while keeping the on-shell conditions $p_{i}^{2}=m_{i}^{2}$ unchanged. Note that the regularisation also has to be applied to the double-line propagators in $(3.100) /(3.104)$, which modifies the factorisation formulae $(3.101) /(3.102)$. In particular, the last propagator denominator in (3.102) is modified according to

$$
\begin{equation*}
\frac{1}{\bar{n}_{i} \cdot k} \rightarrow \frac{1}{\bar{n}_{i} \cdot k-\delta_{i, n_{j}}} \tag{3.108}
\end{equation*}
$$

with $\delta_{i, n_{j}}$ defined as

$$
\begin{equation*}
\delta_{i, n_{j}}=\frac{2 \Delta_{i}}{\left(n_{i} \cdot n_{j}\right)\left(\bar{n}_{i} \cdot p_{i}\right)} \tag{3.109}
\end{equation*}
$$

with a reference vector $n_{j}$, which corresponds to a collinear direction of a particle $j \neq i$. Therefore, the colour identity (3.103) can not be applied anymore, which puts up the question, whether the form of the operators (3.98) is still adequate at the one-loop level. However, it turns out that after zero-bin subtraction the dependence of the loop corrections on the r.h.s. of (3.104) on the regulator direction $n_{j}$ drops out. This way using an operator with a single Wilson line for each direction is justified a posteriori.

Returning to the divergent integral (3.105), we recognise that it is regulated by the $\delta_{i, n_{j}}$ in the eikonal factor in (3.108): After taking the limit $\Delta_{i} \rightarrow 0$ one obtains for the regulated $j$-collinear integral

$$
\begin{align*}
\lim _{\Delta_{i} \rightarrow 0} I_{\text {coll }} & =-\frac{\alpha}{2 \pi} \Gamma(\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon} \int_{0}^{1} \mathrm{~d} z \frac{1-z}{z+\delta_{i, n_{j}} / p_{i}^{-}}\left[M^{2}(1-z)-m_{i}^{2} z(1-z)\right]^{-\varepsilon} \\
& =\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon} \frac{2}{\varepsilon} \log \frac{\delta_{i, n_{j}}}{p_{i}^{-}}+\text {finite }, \tag{3.110}
\end{align*}
$$

with the finite parts depending on the internal spins and masses. Note that "finite" refers only to the expansion in the $\Delta$-regulator and does not mean "UV-finite".

While rendering the collinear integral finite, introducing the regulator in the denominator of the Wilson-line propagator leads to a violation of the identity sketched in (3.104) because the respective factors on the l.h.s. of (3.103) have different denominators and the colour operators can not be added to obtain the one-loop expansion of the Wilson line. This implies that the SCET $_{\text {EW }}$ graph on the r.h.s. of (3.104) can not be sufficient for the matching computation. Furthermore, it should be noted that the regulated collinear integral now depends on the arbitrary direction $n_{j}$ via the regulator $\delta_{i, n_{j}}$.

Both these issues are resolved after zero-bin subtraction: Because the soft-collinear region (the region where $k$ is both soft and $j$-collinear) is contained in the soft and the collinear integral, it is double-counted when the diagrams are added. This double-counted contribution is usually
zero in DimReg, but the introduction of the $\Delta$-regulator breaks this behaviour. Thus, one has to explicitly subtract the soft-collinear contribution, which is obtained by neglecting the loop momentum in the numerator in (3.105),

$$
\begin{align*}
I_{\text {coll }, \varnothing} & =-2 \mathrm{i} g^{2} \mu^{4-D} \int \frac{\mathrm{~d}^{D} k}{(2 \pi)^{D}} \frac{1}{\left(\bar{n}_{i} \cdot k+\delta_{i, n_{j}}\right)\left(k^{2}-M^{2}\right)\left(n \cdot k-\Delta_{i} / p_{i}^{-}+\mathrm{i} 0\right)} \\
& =-\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon} \frac{2}{\varepsilon} \log \frac{M^{2} p_{i}^{-}}{\Delta_{i} \delta_{i, n_{j}}}, \tag{3.111}
\end{align*}
$$

from each collinear integral.
The difference of both does not depend on the direction of $n_{j}$ anymore:

$$
\begin{equation*}
I_{\text {coll }}-I_{\text {coll }, \varnothing}=\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon} \frac{2}{\varepsilon} \log \frac{M^{2}}{\Delta_{i}}+\text { finite. } \tag{3.112}
\end{equation*}
$$

The essential point of the above calculation is that the $j$-dependence drops out of the $i$-collinear functions after zero-bin subtraction. Because the $i$-collinear functions depend only on $i$, the colour-conservation identity (3.103) may be used and the formulation in terms of a single Wilson is justified. As a consequence, the relation (3.104) is also respected if the graph on the r.h.s. is understood to be zero-bin subtracted.

This property is special for the $\Delta$-regulator. Other regularisation schemes, such as analytic regularisation [33, 167], which avoid the necessity of zero-bin subtraction, in turn require the computation of all diagrams with $n_{1}$-collinear gauge bosons exchanged between leg 1 and any other leg. A sample computation using this strategy, which is equivalent to compute the full SM graphs using the strategy of regions, can be found in Ref. [45]. In contrast, using the $\Delta$-regulator one can calculate the $n_{i}$-collinear function (just as in the massless case) from a single diagram as in (3.105) with a single colour generator $\boldsymbol{T}_{k}^{(i)}$ regulated using an arbitrary reference vector $n_{j}$.

Nevertheless (3.112) still depends on the $\Delta_{i}$-regulator, of which any final result must not depend. The dependence drops out if soft contributions are added, which vanish in DimReg without a regulator. After introducing the $\Delta$-regulators, however, the soft contributions yield non-vanishing contributions of the form

$$
\begin{equation*}
I_{s}=-\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon} \sum_{i} \frac{2}{\varepsilon} \log \frac{\left(\bar{n}_{i} \cdot p_{i}\right) M^{2}}{\Delta_{i} \mu}+\text { finite } \tag{3.113}
\end{equation*}
$$

such that the $\Delta_{i}$-dependence cancels in the sum of collinear and soft contribution. Instead the sum contains logarithms of the form

$$
\begin{equation*}
\log \frac{\bar{n}_{i} \cdot p_{i}}{\mu} \tag{3.114}
\end{equation*}
$$

which become large in the high-energy limit. This imperfection in the factorisation of the energy scales (the high scales $\bar{n}_{i} \cdot p_{i}$ enter the low-scale corrections!) is referred to as the collinear or factorisation anomaly.

### 3.3.4. Anomalous dimensions and running couplings in the EWSM

The calculation of the SM anomalous dimension is not affected by the gauge-boson masses because it is solely obtained from the UV poles of the relevant SCET $_{\text {EW }}$ graphs. The one-loop $\mathrm{SCET}_{\text {EW }}$ anomalous dimension can thus be written in the same way as in (3.83) in the SM with only the colour operators being adjusted from the $\mathrm{SU}(3)$ to the $\mathrm{SU}(2) \times \mathrm{U}(1)$ case:

$$
\begin{align*}
\gamma & =\sum_{\langle i j\rangle} \sum_{k=1,2} \boldsymbol{T}_{i}^{k} \cdot \boldsymbol{T}_{j}^{k} \Gamma_{\text {cusp }, k} \log \left(\frac{\mu^{2}}{-s_{i j}-\mathrm{i} 0}\right)+\sum_{i} \gamma_{i}, \\
& =\sum_{\langle i j\rangle}\left[\boldsymbol{T}_{i}^{\mathrm{SU}(2)} \cdot \boldsymbol{T}_{j}^{\mathrm{SU}(2)} \Gamma_{\text {cusp }, 2}+\frac{Y_{i} Y_{j}}{4} \Gamma_{\text {cusp }, 1 \mathbb{1}}\right] \log \left(\frac{\mu^{2}}{-s_{i j}-\mathrm{i} 0}\right)+\sum_{i} \gamma_{i} . \tag{3.115}
\end{align*}
$$

with the respective $\mathrm{SU}(2)$ and $\mathrm{U}(1)_{Y}$ cusp anomalous dimensions $\Gamma_{\mathrm{cusp}, k}$, which at one-loop read

$$
\begin{equation*}
\Gamma_{\text {cusp }, k}=\frac{\alpha_{k}}{\pi}, \quad \alpha_{k}=\frac{g_{k}^{2}}{4 \pi} . \tag{3.116}
\end{equation*}
$$

In complete analogy to (3.83) the anomalous dimension in (3.115) can be decomposed

- into a soft part $\gamma_{\mathrm{S}}$ and a collinear part $\boldsymbol{\gamma}_{\mathrm{C}}$, as well as
- into a cusp part $\gamma_{\text {cusp }}$ and a non-cusp part $\gamma_{\text {non-cusp }}$.

The definitions given in Tab. 3.1 apply without modification.

## Running couplings

As seen above, the anomalous dimension is linear in $\log \mu$. If the running of the couplings is neglected, the integrated anomalous dimension can be written as (cf. (3.86))

$$
\begin{align*}
-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu & \boldsymbol{\gamma}\left(\alpha_{1}(\mu), \alpha_{2}(\mu), \mu\right)= \\
= & {\left[-\frac{1}{2} \sum_{i} C_{i} \frac{\alpha}{\pi} \log \left(\frac{\left(\bar{n}_{i} \cdot p_{i}\right)^{2}}{\mu_{\mathrm{h}} \mu_{1}}\right) \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right)+\gamma_{i} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right)\right] \mathbb{1} } \\
& +\frac{\alpha}{\pi} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right) \sum_{\langle i j\rangle} \log \left(\frac{-n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j} \tag{3.117}
\end{align*}
$$

with the EW Casimir invariants $C_{i}$ comprising the $\mathrm{SU}(2) \times \mathrm{U}(1)$ colour factors of each particle [19]:

$$
\begin{equation*}
C_{i}=\sum_{V_{a}=A, Z, W^{ \pm}} I_{i}^{V_{a}} I_{i}^{\bar{V}_{a}}=\frac{1}{c_{\mathrm{w}}^{2}} \frac{Y_{i}^{2}}{4}+\frac{C_{i}^{\mathrm{SU}(2)}}{s_{\mathrm{w}}^{2}} . \tag{3.118}
\end{equation*}
$$

The accuracy of the calculation may be increased by taking the running of the EW gauge couplings $g_{1}$ and $g_{2}$ into account. The gauge couplings obey similar RGEs as the strong coupling $g_{\mathrm{s}}$. However, if radiative corrections in the full SM are calculated, there is a mixing between
all (!) coupling constants, including the quartic Higgs self coupling $\lambda$ and all Yukawa coupling constants. Schematically, this leads to the following RGEs for the EW gauge couplings [168]:

$$
\begin{align*}
& \frac{\partial g_{1}}{\partial \log \mu}=-\beta_{0,1} \frac{g_{1}^{3}}{16 \pi^{2}}-\sum_{j} \beta_{1 j, 1} \frac{g_{j}^{2} g_{1}^{3}}{\left(16 \pi^{2}\right)^{2}}+\mathcal{O}\left(g^{7}\right), \\
& \frac{\partial g_{2}}{\partial \log \mu}=-\beta_{0,2} \frac{g_{2}^{3}}{16 \pi^{2}}-\sum_{j} \beta_{1 j, 2} \frac{g_{j}^{2} g_{1}^{3}}{\left(16 \pi^{2}\right)^{2}}+\mathcal{O}\left(g^{7}\right) . \tag{3.119}
\end{align*}
$$

Here $j$ runs over all couplings SM couplings. Nevertheless, in practical applications only the largest Yukawa couplings are taken into account: results up to $\mathcal{O}\left(g^{9}\right)$ including the top-quark, bottom-quark, and $\tau$ Yukawa couplings have been published in Ref. [169]. The $\beta$-function coefficients have the one-loop values

$$
\begin{equation*}
\beta_{0,1}=-\frac{41}{6}, \quad \beta_{0,2}=\frac{19}{6} . \tag{3.120}
\end{equation*}
$$

The one-loop running can be taken into account as in QCD, thus (3.91) holds for the EWSM with a sum over the running couplings:

$$
\begin{align*}
\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma\left(\alpha_{1}(\mu), \alpha_{2}(\mu), \mu\right) & =-f_{0}^{\mathrm{EWSM}}\left(\alpha_{1}, \alpha_{2}\right)+\gamma_{\text {non-cusp }} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right) \\
& =-\frac{f_{0}^{\mathrm{SU}(2)}\left(z_{2}\right)}{\alpha_{2}\left(\mu_{\mathrm{h}}\right)}-\frac{f_{0}^{\mathrm{U}(1)}\left(z_{1}\right)}{\alpha_{1}\left(\mu_{\mathrm{h}}\right)}+\gamma_{\text {non-cusp }} \log \left(\frac{\mu_{\mathrm{h}}}{\mu_{\mathrm{l}}}\right), \tag{3.121}
\end{align*}
$$

with

$$
\begin{align*}
z_{1 / 2} & =\frac{\alpha_{1 / 2}\left(\mu_{1}\right)}{\alpha_{1 / 2}\left(\mu_{\mathrm{h}}\right)}, \\
f_{0}^{\mathrm{U}(1)}(z) & =\sum_{i} \frac{\pi Y_{i}^{2}}{\beta_{0,1 / 2}^{2}}\left(\log z+\frac{1}{z}-1\right), \\
f_{0}^{\mathrm{SU}(2)}(z) & =\sum_{i} \frac{4 \pi C_{i}^{\mathrm{SU}(2)}}{\beta_{0,1 / 2}^{2}}\left(\log z+\frac{1}{z}-1\right) . \tag{3.122}
\end{align*}
$$

From the two-loop running on, however, the RGEs for $\alpha_{1}$ and $\alpha_{2}$ are coupled, one can therefore not analytically perform the integration in (3.121).

### 3.3.5. Collinear and soft functions, low-scale corrections and IR divergences

In SCET the parts sensitive to the collinear and soft scales are the jet (or collinear) and soft functions, respectively. The precise definition of what a collinear and a soft function is depends on the observable under consideration (recall that SCET is often applied to jet observables or to differential cross sections in a specific phase-space region).
In SCET $_{\text {EW }}$ the collinear and soft functions are obtained from the SCET $_{\text {EW }}$ loop graphs with the EW mass scales $M_{\mathrm{W} / \mathrm{Z} / \mathrm{H} / \mathrm{t}}$ kept finite and the renormalisation scale set to the low scale $\mu_{1}$. In contrast to the anomalous dimension, which can be calculated in the symmetric phase of the EWSM, the low-scale graphs have to be evaluated in the mass eigenbasis. A set of sample


Figure 3.3.: Sample diagrams contributing to the low-scale corrections in $\operatorname{SCET}_{\mathrm{EW}}$. In the collinear graphs (first and second one) the lower line enters only via the reference direction in (3.108), (3.109). All other lines are not shown for compactness.
diagrams is displayed in Fig. 3.3. There are also collinear wavefunction-correction graphs, which remain unchanged with respect to the full SM.

The diagrams in Fig. 3.3 have similar properties as the example graph given in (3.105). Calculating these diagrams thus requires the regularisation techniques described in the previous section. The computation of all diagrams relevant for the SM is given in App. B.

The one-loop results for these diagrams have first been presented in Ref. [45] for external fermions, and in Ref. [48] for all SM particles. Since these graphs have a non-trivial $\mathrm{SU}(2) \times \mathrm{U}(1)-$ colour flow, they must be written as a matrices in the space of operators.

$$
\begin{equation*}
\langle 0| \mathcal{O}_{i}^{1 \text {-loop }}\left|p_{1}, \ldots, p_{n}\right\rangle_{\mathrm{SCET}_{\mathrm{EW}}}=\boldsymbol{D}_{i j}^{(1)}\langle 0| \mathcal{O}_{j}^{\text {tree }}\left|p_{1}, \ldots, p_{n}\right\rangle_{\mathrm{SCET}_{\mathrm{EW}}} \tag{3.123}
\end{equation*}
$$

In our approach, the results of Refs. [47, 48] are supplemented by the IR divergent photon contributions proportional to $Q_{i} Q_{j}$.

The IR poles are not present in the literature because previous results are based on a formalism, in which the $\mathrm{SCET}_{\text {EW }}$ results are matched onto a version of SCET with W, Z, Higgs bosons and top quark integrated out [45,47,48]. The theory is called $\mathrm{SCET}_{\gamma}$ and can be used to resum large logarithms between the EW scale and a possibly much smaller factorisation scale. In $\mathrm{SCET}_{\gamma}$ both the top quark and the W boson are treated as boosted heavy quarks coupling to soft photons and gluons.

Because we identify the IR scale with the EW scale ( $\mu_{\mathrm{IR}}=\mu_{\mathrm{I}}=M_{\mathrm{W}}$ ), we have no need to consider running effects below $\mu_{1}$. Instead we can simply add the UV-finite parts of the SCET ${ }_{\gamma}$ loop corrections to the IR-finite $\mathrm{SCET}_{\text {EW }}$ low-scale corrections to obtain both the IR-finite $\left(\mathrm{SCET}_{\mathrm{EW}}\right)$ and IR-divergent $\left(\mathrm{SCET}_{\gamma}\right)$ contributions. The $\mathrm{SCET}_{\gamma}$ loop graphs contain the IR poles, but no additional finite corrections.

Since the low-scale corrections are obtained from the same diagrams as the anomalous dimension, they have very similar properties: The group-theoretical structure of the operator matrix elements can also be written in terms of one-particle ("collinear") and two-particle ("soft") contributions. While the soft low-scale corrections have a universal form in the colour-space formalism, the collinear low-scale corrections $D_{\mathrm{C}, i}$ depend on the spin of particle $i$. The computation of the relevant integrals and all results can be found in App. B.3. One property we mention here is that for all external particles the correction factors contain logarithmic contributions of
the form

$$
\begin{equation*}
D_{\mathrm{C}, i}^{\text {weak }} \sim \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu_{1}} \log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}+\ldots \tag{3.124}
\end{equation*}
$$

in the weak part and of the form

$$
\begin{equation*}
D_{\mathrm{C}, i}^{\gamma} \sim \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu_{1}} \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{\mathrm{l}}^{2}}+\ldots \tag{3.125}
\end{equation*}
$$

in the photonic part. Recalling that $\bar{n}_{i} \cdot p_{i}$ is the large component of $p_{i}$, the expressions above are logarithmically enhanced in the high-energy limit.

## 4. Fixed-order perturbation theory: Some important methods

In this chapter we review some techniques related to the calculation of radiative corrections using fixed-order perturbation theory. All of them are very well established for a long time. We keep the discussions short and constrain ourselves to some important formulas. The first section, Sec. 4.1, is dedicated to a discussion of the Catani-Seymour subtraction algorithm, which we use to treat IR singularities. In Sec. 4.2 we review two useful techniques to deal with phase-space singularities arising from virtual unstable particles.

### 4.1. Catani-Seymour subtraction

The numerical evaluation of cross sections in quantum field theory requires the disentanglement of the IR divergences that both real and virtual corrections suffer from: While the virtuals contain loop integrals diverging in the limit of vanishing loop momentum on massless propagators, $k \rightarrow 0$, or a massless loop momentum parallel to an external leg, $k \| p_{\text {ext }}$, the real corrections develop singularities in the integration over phase-space regions associated with soft or collinear radiation and both divergences cancel exactly in physical observables according to the Kinoshita-Lee-Nauenburg (KLN) theorem [170, 171].

Combining the two is, however, not straightforwardly possible because the two contributions are defined on different phase spaces:

$$
\begin{equation*}
\sigma=\int_{n} \mathrm{~d} \sigma_{\text {Born }}+\int_{n} \mathrm{~d} \sigma_{\text {virt }}+\int_{n+1} \mathrm{~d} \sigma_{\text {real }} \tag{4.1}
\end{equation*}
$$

for a $2 \rightarrow n$ process, where the abbreviation

$$
\begin{equation*}
\int_{n} \equiv \int \mathrm{~d} \Phi_{\mathrm{LIPS}}^{(n)} \tag{4.2}
\end{equation*}
$$

has been introduced. Here $\mathrm{d} \Phi_{\text {LIPS }}^{(n)}$ denotes the usual $n$-particle Lorentz-invariant phase-space measure. A subtraction algorithm solves this issue by introducing a local counterterm $\mathrm{d} \sigma^{\text {sub }}$, that subtracts the IR divergent parts of the real corrections in all regions of phase space. If the counterterm can be integrated over a suitable one-particle phase space analytically, the result can be added to the virtual corrections:

$$
\begin{equation*}
\sigma=\int_{n} \mathrm{~d} \sigma_{\text {Born }}+\int_{n}\left(\mathrm{~d} \sigma_{\text {virt }}+\int_{1} \mathrm{~d} \sigma_{\text {sub }}\right)+\int_{n+1}\left(\mathrm{~d} \sigma_{\text {real }}-\mathrm{d} \sigma_{\text {sub }}\right) \tag{4.3}
\end{equation*}
$$

In total, by introducing the subtraction term we added 0 to the total cross section and both the second and the third term in (4.3) can be integrated numerically. The subtraction term is only determined up to non-singular contributions and several implementations of the basic
idea have been proposed, including antenna subtraction $[172,173], q_{\mathrm{T}}$-subtractions [174], and FKS subtraction [175]. We use a version introduced by Catani and Seymour [176] for the case of massless QCD-based dipole terms. It has been extended to QED [177, 178] and QCD with massive partons [179]. While being the most frequently used subtraction method for fixedorder calculations at NLO due to its simplicity, the former methods have been successful when considering NNLO corrections ( $q_{\mathrm{T}}$, antennas) or parton-shower matching (FKS).

Within the dipole subtraction, the IR-singular behaviour is parameterised in terms of threeparticle splitting functions $g_{i j k}$. The associated splitting processes involve the radiation of a massless (or very light) particle, the emissus, off an emitter particle in the presence of a spectator particle, which is necessary to assure momentum conservation. The soft region is given by the limit of zero emissus momentum, while the collinear limit is obtained if the emitter's and emissus' momenta are parallel. The structure of the counterterms depends, however, on whether the emitter and spectator are in the initial (IS) or final state (FS), respectively. In the following we give the results for the QED case, sticking to the case of photon emission off massless fermions:

$$
\begin{equation*}
f \rightarrow \gamma f, \quad \bar{f} \rightarrow \gamma \bar{f} \tag{4.4}
\end{equation*}
$$

By default we use DimReg to regulate the IR divergences. In the following we collect some important results for the above cases, including explicit expressions for the subtraction dipoles as well as their integrated counterparts. The latter requires the integration over the one-particle phase space, which brings up some technical challenges: On the one hand the IR singularities have to be worked out analytically, which can be quite cumbersome. On the other hand the final $n$-particle phase-space integration may still contain integrable singularities, which should be avoided in order to obtain a reasonably stable integration. To this end one introduces the plus distribution, defined via

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x[f(x)]_{+} g(x)=\int_{0}^{1} \mathrm{~d} x f(x)(g(x)-g(1)), \\
& \Rightarrow \quad \int_{0}^{1} \mathrm{~d} x f(x) g(x)=\int_{0}^{1} \mathrm{~d} x[f(x)]_{+} g(x)+g(1) \int_{0}^{1} \mathrm{~d} x f(x) \tag{4.5}
\end{align*}
$$

for $f$ singular as $x \rightarrow 1$ and a regular test function $g$. This distribution is used to split off the soft-collinear endpoint contributions, for a more intensive discussion see for instance [180]. In the following we collect the results for the occurring dipole terms. The total subtraction term $\mathrm{d} \sigma_{\text {sub }}$ is obtained as the sum over all possible emitter-spectator pairs.

## FS emitter and FS spectator

We consider the case of a pair of emitter $i$ and spectator $j$ both in the final state (FS). The splitting kernel reads

$$
\begin{equation*}
g_{i j}\left(p_{i}, p_{j}, p^{\prime}\right)=\frac{1}{p_{i} p^{\prime}(1-y)}\left(\frac{2}{1-z(1-y)}-1-z\right) \tag{4.6}
\end{equation*}
$$

with

$$
\begin{equation*}
y=\frac{p_{i} p^{\prime}}{p_{i} p_{j}+p_{i} p^{\prime}+p_{j} p^{\prime}}, \quad z=\frac{p_{i} p^{\prime}}{p_{i} p_{j}+p_{j} p^{\prime}} . \tag{4.7}
\end{equation*}
$$

The integrated subtraction term is

$$
\begin{equation*}
\int_{1} \int_{n} \mathrm{~d} \sigma_{\text {sub }}^{i j}=-\frac{\alpha}{2 \pi} Q_{i} \sigma_{i} Q_{j} \sigma_{j} \int \mathrm{~d} \sigma^{\mathrm{LO}, \text { red }}\left(\tilde{p}_{i}, \tilde{p}_{j}\right) \int_{0}^{1} \mathrm{~d} z\left(G_{i j}\left(P_{i j}^{2}\right) \delta(1-z)+\left[\mathcal{G}_{i j}\left(P_{i j}^{2}, z\right)\right]_{+}\right) \tag{4.8}
\end{equation*}
$$

with the reduced Born cross section $\mathrm{d} \sigma^{\text {LO,red }}$ and the integrated splitting functions $G_{i j}, \mathcal{G}_{i j}$. The former is obtained from recombining emitter and emissus, while rescaling the spectator and keeping emitter and spectator on-shell. This is achieved by the replacements $p_{i} \rightarrow \tilde{p}_{i}, p_{j} \rightarrow \tilde{p}_{j}$, with

$$
\begin{equation*}
\tilde{p}_{i}^{\mu}=p_{i}^{\mu}+p^{\prime \mu}-\frac{y}{1-y} p_{j}^{\mu}, \quad \tilde{p}_{j}^{\mu}=\frac{1}{1-y} p_{j}^{\mu} . \tag{4.9}
\end{equation*}
$$

The sign factors $\sigma_{i}$ in (4.8) take the values

$$
\begin{align*}
& \sigma_{i}=+1 \text { for incoming particles and outgoing antiparticles, } \\
& \sigma_{i}=-1 \text { for incoming antiparticles and outgoing particles. } \tag{4.10}
\end{align*}
$$

The integrated splitting functions are obtained from the fermion-fermion Altarelli-Parisi splitting kernel,

$$
\begin{equation*}
\hat{P}_{f f}(z)=\frac{1+z^{2}}{1-z} \tag{4.11}
\end{equation*}
$$

and read

$$
\begin{align*}
\mathcal{G}_{i j}\left(P_{i j}^{2}, z\right)=\hat{P}_{f f}(z) & \left(-\frac{(4 \pi)^{\varepsilon}}{\varepsilon \Gamma(1-\varepsilon)}+\log \left(\frac{P_{i j}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)+\log z+2 \log (1-z)\right) \\
& +(1+z) \log (1-z)+1-z, \\
G_{i j}\left(P_{i j}^{2}\right)=\frac{(4 \pi)^{\varepsilon}}{\Gamma(1+\varepsilon)} & \left(\frac{1}{\varepsilon^{2}}+\frac{3}{2 \varepsilon}+\frac{1}{\varepsilon} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{P_{i j}^{2}}\right)\right) \\
& +\frac{1}{2} \log ^{2}\left(\frac{P_{i j}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)+\frac{3}{2} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{P_{i j}^{2}}\right)-\frac{\pi^{2}}{6}+\frac{7}{2} . \tag{4.12}
\end{align*}
$$

Given these ingredients, the numerical evaluation of (4.8) is straightforward. It is, however, important to consistently apply the phase-space cuts: A cut which, for instance, acts on the momentum of the emitter-particle $i$, should be reflected in the reduced Born as a cut on the phase-space variable $\tilde{p}_{i}$.

## IS emitter and FS spectator

For the emission of a photon off an initial-state (IS) fermion $a$ in the presence of a spectator $j^{1}$ the subtraction term reads

$$
\begin{equation*}
g_{a i}\left(p_{a}, p_{i}, p^{\prime}\right)=\frac{1}{\left(p_{a} p^{\prime}\right) x}\left(\frac{2}{2-x-z}-1-x\right) . \tag{4.13}
\end{equation*}
$$

[^5]with the splitting variables
\[

$$
\begin{equation*}
x=\frac{p_{a} p_{i}+p_{a} p^{\prime}-p_{i} p^{\prime}}{p_{a} p_{i}}, \quad z=\frac{p_{a} p_{i}}{p_{a} p_{i}+p_{a} p^{\prime}} . \tag{4.14}
\end{equation*}
$$

\]

In terms of those, the integrated subtraction part reads

$$
\begin{equation*}
\int_{1} \int_{n} \mathrm{~d} \sigma_{\text {sub }}^{a i}=-\frac{\alpha}{2 \pi} Q_{i} \sigma_{i} Q_{a} \sigma_{a} \int \mathrm{~d} \sigma^{\mathrm{LO}, \text { red }}\left(\tilde{p}_{i}, \tilde{p}_{a}\right) \int_{0}^{1} \mathrm{~d} x\left(G_{a i}\left(P_{a i}^{2}\right) \delta(1-x)+\left[\mathcal{G}_{a i}\left(P_{a i}^{2}, x\right)\right]_{+}\right) \tag{4.15}
\end{equation*}
$$

with the redefined momenta

$$
\begin{equation*}
\tilde{p}_{i}^{\mu}=p_{i}^{\mu}+p^{\mu}-(1-x) p_{a}^{\mu}, \quad \tilde{p}_{a}^{\mu}=x p_{a}^{\mu}, \tag{4.16}
\end{equation*}
$$

The variable $x$ can thus be interpreted as the momentum fraction the emitter carries before the splitting. The integrated splitting kernels read

$$
\begin{align*}
\mathcal{G}_{a i}\left(P_{a i}^{2}, x\right)=\hat{P}_{f f}(x) & \left(-\frac{(4 \pi)^{\varepsilon}}{\varepsilon \Gamma(1+\varepsilon)}+\log \left(\frac{-P_{a i}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)-\log x-1\right) \\
& -\frac{2 \log (2-x)}{1-x}+(1+x) \log (1-x)+1-x, \\
G_{a i}\left(P_{a i}^{2}, x\right)=\frac{(4 \pi)^{\varepsilon}}{\Gamma(1+\varepsilon)} & \left(\frac{1}{\varepsilon^{2}}+\frac{3}{2 \varepsilon}+\frac{1}{\varepsilon} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{-P_{a i}^{2}}\right)\right) \\
& +\frac{1}{2} \log ^{2}\left(\frac{-P_{a i}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)+\frac{3}{2} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{-P_{a i}^{2}}\right)+\frac{\pi^{2}}{3}+1 . \tag{4.17}
\end{align*}
$$

## FS emitter and IS spectator

The subtraction term for the case of radiation off a final-state emitter with an initial-state spectator is

$$
\begin{equation*}
g_{i a}\left(p_{a}, p_{i}, p^{\prime}\right)=\frac{1}{p_{a} p^{\prime} x}\left(\frac{2}{2-x-z}-1-z\right) . \tag{4.18}
\end{equation*}
$$

with $x$ and $z$ defined as in (4.14).

$$
\begin{align*}
\int_{1} \int_{n} \mathrm{~d} \sigma_{\text {sub }}^{i a}= & -\frac{\alpha}{2 \pi} Q_{i} \sigma_{i} Q_{a} \sigma_{a} \int \mathrm{~d} \sigma^{\mathrm{LO}, \text { red }}\left(\tilde{p}_{i}, \tilde{p}_{a}\right) \\
& \times \int_{0}^{1} \mathrm{~d} x\left(G_{i a}\left(P_{i a}^{2}\right) \delta(1-x)+\left[\mathcal{G}_{i a}\left(P_{i a}^{2}, x\right)\right]_{+}\right) \tag{4.19}
\end{align*}
$$

with $\tilde{p}_{i}^{\mu}$ and $\tilde{p}_{a}^{\mu}$ given by (4.16) and the integrated splitting functions

$$
\begin{align*}
G_{i a}\left(P_{i a}^{2}, x\right)= & \frac{(4 \pi)^{\varepsilon}}{\Gamma(1+\varepsilon)}\left(\frac{1}{\varepsilon^{2}}+\frac{3}{2 \varepsilon}+\frac{1}{\varepsilon} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{-P_{i a}^{2}}\right)\right), \\
& \quad+\frac{1}{2} \log ^{2}\left(\frac{-P_{i a}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)+\frac{3}{2} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{-P_{i a}^{2}}\right)-\frac{\pi^{2}}{3}+\frac{7}{2}, \\
\mathcal{G}_{i a}\left(P_{i a}^{2}, x\right)= & \frac{1}{1-x}\left(2 \log \frac{2-x}{1-x}-\frac{3}{2}\right) . \tag{4.20}
\end{align*}
$$

## IS emitter and IS spectator

The last case concerns the constellation of both the emitter and spectator being in the initial state. The subtraction term reads

$$
\begin{equation*}
g_{a b}\left(p_{a}, p_{b}, p^{\prime}\right)=\frac{1}{p_{a} p^{\prime} x}\left(\frac{2}{2-x}-1-x\right) \tag{4.21}
\end{equation*}
$$

with

$$
\begin{equation*}
x=\frac{p_{a} p_{b}+p_{a} p^{\prime}-p_{b} p^{\prime}}{p_{a} p_{b}} . \tag{4.22}
\end{equation*}
$$

The integration over the one-particle phase space yields

$$
\begin{align*}
\int_{1} \int_{n} \mathrm{~d} \sigma_{\text {sub }}^{a b}= & -\frac{\alpha}{2 \pi} Q_{a} \sigma_{a} Q_{b} \sigma_{b} \int_{0}^{1} \mathrm{~d} x \int \mathrm{~d} \sigma^{\mathrm{LO}, \mathrm{red}}\left(\tilde{p}_{a}, \tilde{p}_{b}\right) \\
& \times\left(\left[\mathcal{G}_{a b}(s, x)\right]_{+}+G_{a b}(s) \delta(1-x)\right) \tag{4.23}
\end{align*}
$$

with the new initial momenta for the reduced matrix element

$$
\begin{equation*}
\tilde{p}_{a}^{\mu}=x p_{a}^{\mu}, \quad \tilde{p}_{b}^{\mu}=p^{\mu} \tag{4.24}
\end{equation*}
$$

and the integrated subtraction terms

$$
\begin{gather*}
\mathcal{G}_{a b}(s, x)=P_{f f}(x)\left(-\frac{(4 \pi)^{\varepsilon}}{\varepsilon \Gamma(1-\varepsilon)}+\log \frac{s}{\mu^{2}}+2 \log (1-x)\right)+1-x, \\
G_{a b}(s)=-\frac{(4 \pi)^{\varepsilon}}{\Gamma(1+\varepsilon)}\left(\frac{1}{\varepsilon^{2}}+\frac{3}{2 \varepsilon}+\frac{1}{\varepsilon} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{s}\right)\right) \\
\quad+\frac{1}{2} \log ^{2}\left(\frac{-P_{a i}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)+\frac{3}{2} \log \left(\frac{\mu_{\mathrm{IR}}^{2}}{s}\right)+\frac{\pi^{2}}{3}+4 . \tag{4.25}
\end{gather*}
$$

We write $s=P_{a b}^{2}$ because the invariant of the momenta $p_{a}, p_{b}$ can be interpreted as their centre-of-mass energy.

### 4.2. Treatment of unstable particles

The analytical or numerical calculation of processes involving virtual massive particles requires dealing with the phase-space singularities arising when the virtual particles are exactly on shell.


Figure 4.1.: Factorisation of the matrix element in the pole approximation. The diagram on the l.h.s. and the first diagram on the r.h.s. are understood to represent the set of all tree-level diagrams.

The propagator of the particle behaves like

$$
\begin{equation*}
\frac{1}{k^{2}-M^{2}}, \tag{4.26}
\end{equation*}
$$

with $k$ being the particle's momentum and $M$ its mass. This obviously requires a regularisation technique, which usually employs the fact that such a particle is unstable. Denoting its width with $\Gamma$, a resummation of the self-energy insertions into the propagator can be achieved by the replacement

$$
\begin{equation*}
M^{2} \rightarrow M^{2}-\mathrm{i} \Gamma M, \tag{4.27}
\end{equation*}
$$

which regularises the pole in (4.26). However, some care is required with respect to preserving gauge invariance. Several approaches are available, of which we are going to present two complementary ones in the following.

### 4.2.1. Double-pole approximation

In this section we discuss a widespread technique for the treatment of unstable particles in processes involving two resonances. ${ }^{2}$ The basic idea of the double-pole approximation (DPA) $[106,182,183]$ is to expand propagators of two vector bosons $V_{1 / 2}$ with off-shell momenta $k_{1 / 2}$ around the on-shell region. To this end, the external momenta such that the new virtual gaugeboson momenta $\tilde{k}_{1 / 2}$ fulfill the on-shell condition. At LO this corresponds to the replacement

$$
\begin{equation*}
\frac{N_{1}\left(k_{1}^{2}\right)}{k_{1}^{2}-M_{1}^{2}+\mathrm{i} \Gamma_{1} M_{1}} \frac{N_{2}\left(k_{2}^{2}\right)}{k_{2}^{2}-M_{2}^{2}+\mathrm{i} \Gamma_{2} M_{2}} \rightarrow \sum_{\lambda \lambda^{\prime}} \frac{N_{1}^{\lambda}\left(\tilde{k}_{1}^{2}=M_{1}^{2}\right)}{k_{1}^{2}-M_{1}^{2}+\mathrm{i} \Gamma_{1} M_{1}} \frac{N_{2}^{\lambda^{\prime}}\left(\tilde{k}_{2}^{2}=M_{2}^{2}\right)}{k_{2}^{2}-M_{2}^{2}+\mathrm{i} \Gamma_{2} M_{2}} . \tag{4.28}
\end{equation*}
$$

with $\lambda, \lambda^{\prime}$ running over the internal helicity configurations and $N_{i}$ denoting the numerators, which are non-singular in their on-shell behaviour. We introduced the polarisation sum in (4.28), because throughout this work we always consider matrix elements with bosons of definite internal

[^6]polarisations. For the definition of a pole approximation alone, it is however not necessary to do so.

This procedure, sketched diagrammatically in Fig. 4.1, is manifestly gauge invariant because the on-shell numerators correspond to products of physical matrix elements: those of on-shell production and decay of the respective particles 1 and 2 in the respective helicity state,

$$
\begin{equation*}
N_{i}^{\lambda}\left(\tilde{k}_{i}^{2}\right)=\mathcal{M}_{i}^{\text {prod, }, \lambda}\left(\tilde{k}_{i}^{2}\right) \mathcal{M}_{i}^{\text {dec }, \lambda}\left(\tilde{k}_{i}^{2}\right) . \tag{4.29}
\end{equation*}
$$

The DPA therefore achieves a factorisation of a matrix element into a production and a decay part.

## Polarisation definition

The polarisation sum in (4.28) arises after decomposing the respective propagator numerators into polarisation vectors:

$$
\begin{equation*}
g^{\mu \nu}-\frac{\tilde{k}^{\mu} \tilde{k}^{\nu}}{M^{2}}=\sum_{\lambda= \pm 1,0} \varepsilon_{\lambda}^{\mu}(\tilde{k}) \varepsilon_{\lambda}^{* \nu}(\tilde{k}) \tag{4.30}
\end{equation*}
$$

with the tildes indicating that this has to be performed after putting the momenta on shell. The above relation hold in the unitary gauge, arising from the 't Hooft-Feynman gauge in the limit $\xi_{a} \rightarrow \infty$, see the expression for the gauge-boson propagator (2.20). In this gauge the wouldbe Goldstone bosons decouple from the SM Lagrangian and the Feynman diagrams involving virtual would-be Goldstone bosons are absent.
It is clear that the polarisation of a massive particle is frame dependent. In a given frame the polarisation vectors of a massive gauge boson with helicity $\lambda$ read

$$
\begin{align*}
\varepsilon_{\lambda=-1}^{\mu} & =\frac{1}{\sqrt{2}}(0, \cos \theta \cos \phi+\mathrm{i} \sin \phi, \cos \theta \sin \phi-\mathrm{i} \cos \phi,-\sin \theta), \\
\varepsilon_{\lambda=+1}^{\mu} & =\frac{1}{\sqrt{2}}(0,-\cos \theta \cos \phi+\mathrm{i} \sin \phi,-\cos \theta \sin \phi-\mathrm{i} \cos \phi, \sin \theta), \\
\varepsilon_{\lambda=0}^{\mu} & =\frac{1}{M}(|\tilde{\boldsymbol{k}}|, E \sin \theta \cos \phi, E \sin \theta \sin \phi, E \cos \theta), \tag{4.31}
\end{align*}
$$

with $\theta$ and $\phi$ denoting the polar and azimuthal angles of the boson's three-momentum $|\tilde{\boldsymbol{k}}|$ in that frame, respectively. We refer to the $\lambda=0$ state as the longitudinal, the $\lambda=1$ state as the left-handed transverse, and the $\lambda=-1$ state as the right-handed transverse polarisation state. Although there is a vast range of frames in principle, the following two choices appear most natural:

- the laboratory frame or the centre-of-mass (COM) frame of the incoming protons, and
- the partonic COM frame. For brevity we just refer to it as the COM frame.

The COM-frame definition of the polarisation has also been employed in recent experimental studies [86], but also laboratory-frame polarisation fractions have been considered [98]. Thus, some care is required when comparing different theoretical and experimental results. In the following we opt for the COM frame. This frame is more convenient for two reasons: On the one hand interference contributions have been found to be smaller here [134], but more importantly,
this definition implies that both bosons have high energies, which is crucial for applying the GBET.

The effects of virtual gauge-boson polarisations have first been studied in Refs. [131,184-186] at leading order. Previous NLO-accuracy studies on polarised diboson production processes can be found in Refs. [133-140]. The results have been incorporated into the event generator Sherpa [187]. NNLO QCD effects have also been studied in combination with polarisation effects [188]. The influence of the reference frame choice has been discussed in more detail in Ref. [132].

## On-shell projection

The choice for the on-shell momenta $\tilde{k}_{i}$ in terms of the off-shell momenta $k_{i}$ is not unique. A widespread choice is to preserve the momentum sum of the two-particle system:

$$
\begin{equation*}
k_{1}+k_{2}=\tilde{k}_{1}+\tilde{k}_{2} \tag{4.32}
\end{equation*}
$$

A drawback of this choice is the fact that all events with $\sqrt{s}<M_{1}+M_{2}$ have to be discarded. This part of the phase space should, however, not contribute much to the cross section. Otherwise the DPA is not expected to be a good approximation, anyway.

Besides the resonance momenta, also the momenta of the decay products have to be changed to on-shell kinematics. Even after demanding (4.32), there is some freedom in how to exactly define this transformation. The precise choice of the on-shell momenta defines the on-shell projection. Usually it is constructed such that a convenient quantity is preserved under the transformation. In our application we use an on-shell projection introduced and described in more detail in Ref. [135]. It preserves the spatial direction of the decay products of the respective gauge boson in its rest frame.

To assure momentum conservation and the on-shell conditions, the vector-boson momenta are transformed as follows:

- The off-shell momenta are boosted into the two-boson rest frame.
- Their energies are rescaled to the on-shell values.
- The on-shell momenta are boosted back into the laboratory frame.

Afterwards the momenta of the decay products are treated in a similar way:

- The momenta of the decay products of the the off-shell (!) vector boson are boosted into its rest frame.
- The energies of the external particles are rescaled such that the on-shell condition is fulfilled for the vector boson.
- All momenta are boosted back along the on-shell (!) vector boson momentum.

This on-shell projection accounts for a relatively uniform deformation of the external momenta.


Figure 4.2.: Factorisable virtual corrections to processes with virtual unstable bosons. The blobs represent the sum of tree-level and one-loop graphs.

## Factorisable and non-factorisable corrections

When considering loop correction in DPA, one has to distinguish between factorisable and nonfactorisable corrections: the former arise from diagrams connecting either only the production or the decay subprocess (see Fig. 4.2), while the latter are obtained from photonic corrections that can not unambiguously be assigned to either of the subprocesses. The factorisable corrections can be straightforwardly computed using an on-shell projection like at LO. In the following we review some more detailed properties of the non-factorisable corrections, following Refs. [107, 181, 189].

Expanding the diagrams in Fig. 4.2 to $\mathcal{O}(\alpha)$ yields for the total virtual correction

$$
\begin{align*}
\delta\left|\mathcal{M}_{\lambda}(\{p\})\right|^{2}= & \delta\left|\mathcal{M}_{\lambda, \operatorname{prod}}(\{p\})\right|^{2}\left|\mathcal{M}_{\lambda, \mathrm{LO}, \operatorname{Dec}}(\{p\})\right|^{2}+\left|\mathcal{M}_{\lambda, \mathrm{LO}, \operatorname{prod}}(\{p\})\right|^{2} \delta\left|\mathcal{M}_{\lambda, \operatorname{Dec}}(\{p\})\right|^{2} \\
& +2 \delta_{\text {nfact }}\left|\mathcal{M}_{\lambda}(\{p\})\right|^{2}+\mathcal{O}\left(\frac{k^{2}-M^{2}}{M^{2}}\right), \tag{4.33}
\end{align*}
$$

implicitly defining the relative non-factorisable correction $\delta_{\text {nfact }}$. In the vicinity of the doublyresonant region, the neglected terms are of order $\Gamma / M$ with $\Gamma$ and $M$ denoting the width and the mass of the virtual boson.

An example graph for a non-factorisable contribution is given in Fig. 4.3. The non-factorisable corrections originate exclusively from photon exchange [189]. In the given example graph, this can be explained by the fact that demanding both the propagator of the boson $V_{2}$ and its decay products to fulfill the on-shell condition implies that the photon loop momentum is soft, which can only happen for a massless particle. If, for instance, the photon is replaced by a Z boson, the soft region is suppressed by $q^{2} / M_{\mathrm{Z}}^{2}$ with $q$ denoting the soft loop momentum. This graph can therefore be neglected in the DPA.

The diagrams contributing to non-factorisable corrections can be categorised as follows:

- The photon connects initial-state and final-state particles (if case). This case is depicted in Fig. 4.3.
- The photon connects final-state particles (ff $\mathrm{ff}^{\prime}$ ). They have to be associated with different resonances, otherwise this is part of the factorisable decay corrections.


Figure 4.3.: Sample diagram contributing to the non-factorisable corrections. The blob represent all tree-level diagrams for the production subprocess.

- The photon connects the resonant bosons ( $\mathrm{mm}^{\prime}$ ).
- The photon connects one of the resonant bosons with itself ( mm ) , an initial-state particle (im), one of its own decay products (mf) or with another final-state particle (mf ${ }^{\prime}$ ).

At first glance, the occurrence of the cases mf , $\mathrm{im}, \mathrm{mm}^{\prime}$, and mm might look surprising, as these diagrams are also contained in the factorisable corrections. But in order to account for the effects of the on-shell projection, on has to add back the difference between the on-shell and off-shell corrections, as far as the singular contributions are concerned. In the mf case, for instance, the non-factorisable contributions read in terms of Passarino-Veltman three-point functions (for the definitions of the Passarino-Veltman functions, see for instance [154, 190])

$$
\begin{equation*}
\Delta_{\operatorname{mf}} \widetilde{\Gamma \rightarrow 0}-2 \tilde{k} \cdot q\left\{C_{0}(k, q, 0, \bar{M}, m)-\left.C_{0}(\tilde{k}, q, 0, M, m)\right|_{\tilde{k}^{2}=M^{2}}\right\}, \tag{4.34}
\end{equation*}
$$

with $k$ and $\tilde{k}$ denoting the off-shell and on-shell gauge-boson momenta, respectively, $q$ is the momentum of the decay product, and $m$ its mass. In the first term, the complex mass

$$
\begin{equation*}
\bar{M}=\sqrt{M^{2}-\mathrm{i} \Gamma M} \tag{4.35}
\end{equation*}
$$

is kept, which shields the integral from being IR divergent (assuming $m \neq 0$ ). The second term in brackets, which is part of the factorisable decay corrections, is IR divergent as $\hat{k}^{2}=M^{2}$. This superficial IR divergence has been introduced by the on-shell projection and has to be subtracted in order to match the IR structure of the real corrections, which are often computed without using the DPA. The other cases mentioned above contribute to the non-factorisable corrections by the same mechanism. The results for all cases are collected in Ref. [107].

## High-energy limit

Since we are interested in processes involving energy scales much higher than the EW scale, we should investigate the behaviour of the different contributions in (4.33) in the high-energy limit. The most important results is that the factorisable decay corrections do not contain
large invariants, which is discussed in more detail in Sec. 5.1. The high-energy behaviour of the production process can be investigated using $\mathrm{SCET}_{\mathrm{EW}}$. In the following we briefly sketch the high-energy behaviour of the non-factorisable corrections. To this end, we define

$$
\begin{equation*}
s_{i j}=2 q_{i} \cdot q_{j}, \quad \bar{s}_{l m}=2 k_{1} \cdot k_{2}, \quad \tilde{s}_{l j}=2 k_{l} \cdot q_{j}, \quad \tilde{t}_{j k}=-2 p_{k} \cdot k_{l}, \quad t_{j k}=-2 q_{j} \cdot p_{k}, \tag{4.36}
\end{equation*}
$$

along with the following conventions:

- Resonant bosons are indicated with $l, m$ and their momenta are denoted by $k$,
- decay products of boson $l$ are indicated by $i$, decay products of boson $m$ are indicated by $j$, and their momenta are denoted by $q$,
- initial-state particles are indicated by $k$ and their momenta are denoted by $p$.

We assume that all final-state particles result from resonant decays. Using these conventions, the high-energy behaviour has been worked out in a process-independent manner in Ref. [107] as follows:

$$
\begin{align*}
\delta_{\text {nfact }}= & -\sum_{l} \sum_{m>l} \sum_{i=1}^{n_{l}} \sum_{j=1}^{n_{m}} Q_{l i} Q_{m j} \frac{\alpha}{\pi} \operatorname{Re}\left\{\Delta_{1}\left(k_{l}, q_{i l}, k_{m}, q_{m j}\right)\right\} \\
& -\sum_{k=1}^{2} \sum_{l} \sum_{i=1}^{n_{l}} Q_{k}^{\prime} Q_{l i} \frac{\alpha}{\pi} \operatorname{Re}\left\{\Delta_{2}\left(p_{k}, k_{l}, q_{i l}\right)\right\}, \tag{4.37}
\end{align*}
$$

with

$$
\begin{align*}
\Delta_{1}\left(k_{l}, q_{i}, k_{m}, q_{j}\right) & \widetilde{M^{2} / s \rightarrow 0} \\
& \frac{1}{2}\left(s_{i j} \bar{s}_{l m}-\tilde{s}_{l j} \tilde{s}_{m j}\right) D_{0}\left(q_{j}-k_{m}, q_{j}+k_{l}, q_{i}+q_{j}, 0, M_{m}, M_{l}, 0\right) \\
& +\log \left(\frac{K_{m} M_{l}}{K_{l} M_{m}}\right) \log \left(\frac{\tilde{s}_{m i}}{\tilde{s}_{l j}}\right)+\left[2+\log \left(\frac{s_{i j}}{\bar{s}_{l m}}\right)\right]\left[\frac{1}{\varepsilon_{\mathrm{IR}}}+\log \left(\frac{\mu_{\mathrm{IR}}^{2} M_{l} M_{m}}{\left(-K_{l}\right)\left(-K_{m}\right)}\right)\right],  \tag{4.38}\\
\Delta_{2}\left(k_{l}, q_{i}, k_{m}, q_{j}\right) & \widetilde{M^{2} / s \rightarrow 0}
\end{align*}\left[\frac{1}{\varepsilon_{\mathrm{IR}}}+2 \log \left(\frac{\mu_{\mathrm{IR}} M_{l}}{-K_{l}}\right)\right]\left[\log \left(\frac{\tilde{t}_{k l}}{\tilde{\tilde{t}_{k i}}}\right)-1\right], ~ \$
$$

with $s$ being any of the scalar products in (4.36) and $D_{0}$ denoting the Passarino-Veltman fourpoint function. Note that our conventions imply that $\tilde{s}_{i m}, \tilde{s}_{j l}$ are scalar products of a resonant momentum with a decay-product momentum from another resonance. The offshellnesses $K_{l}$ are given by

$$
\begin{equation*}
K_{l}=k_{l}^{2}-M_{l}^{2} . \tag{4.39}
\end{equation*}
$$

The important property of these formulae is that they do not contain logarithms of the form

$$
\begin{equation*}
\log \left(\frac{M^{2}}{s}\right) \tag{4.40}
\end{equation*}
$$

This property holds also for the four-point function $D_{0}$ and implies that the relative nonfactorisable corrections are finite in the high-energy limit, even though they are non-analytic in $M$.

### 4.2.2. Complex-mass scheme

While the DPA is a well-suited tool in the vicinity of the resonant region, the complex-mass scheme (CMS) [105,110,191] provides a gauge-invariant regularisation prescription on the whole phase space, enabling the full inclusion of off-shell effects. Its basic idea is the replacement (4.27) for the W and the Z mass, ${ }^{3}$

$$
\begin{equation*}
\mu_{\mathrm{W}}^{2}=M_{\mathrm{W}}^{2}-\mathrm{i} \Gamma_{\mathrm{W}} M_{\mathrm{W}}, \quad \mu_{\mathrm{Z}}^{2}=M_{\mathrm{Z}}^{2}-\mathrm{i} \Gamma_{\mathrm{Z}} M_{\mathrm{Z}} \tag{4.41}
\end{equation*}
$$

on the level of the SM Lagrangian. This has to be set consistently including the definition of the weak mixing angle,

$$
\begin{equation*}
\cos ^{2} \theta_{\mathrm{w}}=1-\sin ^{2} \theta_{\mathrm{w}}=\frac{\mu_{\mathrm{W}}^{2}}{\mu_{\mathrm{Z}}^{2}} \tag{4.42}
\end{equation*}
$$

and the renormalisation constants. In practice this implies that all mass-parameter and fieldrenormalisation constants are complex. In particular, the mass counterterms are defined via

$$
\begin{equation*}
M_{0, \mathrm{~W}}^{2}=\mu_{\mathrm{W}}^{2}+\delta \mu_{\mathrm{W}}^{2}, \quad M_{0, \mathrm{Z}}^{2}=\mu_{\mathrm{Z}}^{2}+\delta \mu_{\mathrm{Z}}^{2}, \tag{4.43}
\end{equation*}
$$

with $M_{0, V}$ denoting the bare masses, which are real and do not depend on the renormalisation scheme. Both the renormalised masses and the mass counterterms become complex, but they pick up the same imaginary part with a different sign, assuring that the bare Lagrangian remains hermitian.

With the above definition, the complex renormalised mass $\mu_{V}^{2}$ enters the propagator and the complex mass-parameter renormalisation constant $\delta \mu_{V}^{2}$. The field-renormalisation constants are defined analogously,

$$
W_{0}^{ \pm}=\left(1+\frac{1}{2} \delta \mathcal{Z}_{W}\right) W^{ \pm}, \quad\binom{Z_{0, Z}}{Z_{0, A}}=\left(\begin{array}{cc}
1+\frac{1}{2} \mathcal{Z}_{Z Z} & \frac{1}{2} \delta \mathcal{Z}_{Z A}  \tag{4.44}\\
\frac{1}{2} \delta \mathcal{Z}_{Z A} & 1+\frac{1}{2} \delta \mathcal{Z}_{A A}
\end{array}\right)\binom{Z}{A}
$$

with the $\mathcal{Z}_{V V^{\prime}}$ denoting complex field-renormalisation constants to be distinguished from the real ones denoted by $Z_{V V^{\prime}}$. The imaginary part in the field-renormalisation condition has to be introduced because of the modified self energies:

$$
\begin{align*}
& \hat{\Sigma}_{\mathrm{T}}^{W}\left(k^{2}\right)=\Sigma_{\mathrm{T}}^{W}\left(k^{2}\right)-\delta \mu_{\mathrm{W}}^{2}+\left(k^{2}-\mu_{\mathrm{W}}^{2}\right) \delta \mathcal{Z}_{W}, \\
& \hat{\Sigma}_{\mathrm{T}}^{Z Z}\left(k^{2}\right)=\Sigma_{\mathrm{T}}^{Z Z}\left(k^{2}\right)-\delta \mu_{\mathrm{Z}}^{2}+\left(k^{2}-\mu_{\mathrm{Z}}^{2}\right) \delta \mathcal{Z}_{Z Z}, \\
& \hat{\Sigma}_{\mathrm{T}}^{A A}\left(k^{2}\right)=\Sigma_{\mathrm{T}}^{A A}\left(k^{2}\right)+k^{2} \delta \mathcal{Z}_{A A}, \\
& \hat{\Sigma}_{\mathrm{T}}^{A Z}\left(k^{2}\right)=\Sigma_{\mathrm{T}}^{A Z}\left(k^{2}\right)-\delta \mu_{\mathrm{Z}}^{2}+\left(k^{2}-\mu_{\mathrm{Z}}^{2}\right) \delta \mathcal{Z}_{Z A} . \tag{4.45}
\end{align*}
$$

Imposing the renormalisation conditions (2.25) and (2.29) without the real part with the replacement $M_{V}^{2} \rightarrow \mu_{V}^{2}$, which is equivalent to demand

$$
\begin{equation*}
\hat{\Sigma}_{\mathrm{T}}^{W}\left(\mu_{\mathrm{W}}^{2}\right)=\hat{\Sigma}_{\mathrm{T}}^{Z Z}\left(\mu_{\mathrm{Z}}^{2}\right)=\hat{\Sigma}_{\mathrm{T}}^{A Z}\left(\mu_{\mathrm{Z}}^{2}\right)=\hat{\Sigma}_{\mathrm{T}}^{A Z}(0)=0 \tag{4.46}
\end{equation*}
$$

[^7]as well as
\[

$$
\begin{equation*}
\hat{\Sigma}_{\mathrm{T}}^{\prime W}\left(\mu_{\mathrm{W}}^{2}\right)=\hat{\Sigma}_{\mathrm{T}}^{\prime Z}\left(\mu_{\mathrm{Z}}^{2}\right)=\hat{\Sigma}_{\mathrm{T}}^{\prime A A}(0)=0, \tag{4.47}
\end{equation*}
$$

\]

leads to the renormalisation constants for the mass parameters,

$$
\begin{equation*}
\delta \mu_{\mathrm{W}}^{2}=\Sigma_{\mathrm{T}}^{W}\left(\mu_{\mathrm{W}}^{2}\right), \quad \delta \mu_{\mathrm{Z}}^{2}=\Sigma_{\mathrm{T}}^{Z Z}\left(\mu_{\mathrm{Z}}^{2}\right) \tag{4.48}
\end{equation*}
$$

and the fields renormalisation constants,

$$
\begin{gather*}
\delta \mathcal{Z}_{W}=-\Sigma_{\mathrm{T}}^{\prime W}\left(\mu_{\mathrm{W}}^{2}\right), \quad \delta \mathcal{Z}_{Z Z}=\Sigma_{\mathrm{T}}^{\prime Z Z}\left(\mu_{\mathrm{Z}}^{2}\right), \quad \delta \mathcal{Z}_{A A}=-\Sigma_{\mathrm{T}}^{\prime A A}(0), \\
\delta \mathcal{Z}_{A Z}=-\frac{2 \Sigma_{\mathrm{T}}^{A Z}\left(\mu_{\mathrm{Z}}^{2}\right)}{\mu_{\mathrm{Z}}^{2}}, \quad \delta \mathcal{Z}_{A Z}=-\frac{2 \Sigma_{\mathrm{T}}^{A Z}(0)}{\mu_{\mathrm{Z}}^{2}} . \tag{4.49}
\end{gather*}
$$

For brevity we introduced the notation

$$
\begin{equation*}
\left.\Sigma^{\prime}\left(M^{2}\right) \equiv \frac{\partial \Sigma\left(k^{2}\right)}{\partial k^{2}}\right|_{k^{2}=M^{2}} \tag{4.50}
\end{equation*}
$$

We note that the $\delta \mathcal{Z}_{V V^{\prime}}$ in (4.49) have indeed to be complex to fulfill (4.47)
All renormalisation constants have the same form as in the on-shell scheme, with the real arguments replaced by the complex ones. Because the gauge-boson masses enter also the fermion and Higgs-boson self energies, all other renormalisation constants also become complex. The forms of the renormalisation conditions as well their explicit forms remains the same as in the on-shell scheme [110], which is why we do not discuss them explicitly.

## On-shell and pole mass definitions

We conclude this section by a brief remark on the difference between the different definitions of masses and widths in the on-shell scheme and the CMS, respectively.
Following from the renormalisation condition (2.25) and the renormalisation constants (2.26), the renormalised gauge-boson masses in the on-shell renormalisation scheme is given by

$$
\begin{equation*}
\left(\hat{M}_{V}^{\mathrm{OS}}\right)^{2}=M_{0, V}^{2}-\widetilde{\operatorname{Re}}\left\{\Sigma_{\mathrm{T}}^{V V}\left[\left(\hat{M}_{V}^{\mathrm{OS}}\right)^{2}\right]\right\} \tag{4.51}
\end{equation*}
$$

It is worth noting that this is not the same as the real part ${ }^{4}$ of the pole mass in (4.41), which corresponds to the position of the pole in the complex $p^{2}$-plane:

$$
\begin{equation*}
\left(\hat{M}_{V}^{\mathrm{P}}\right)^{2}=M_{0, V}^{2}-\widetilde{\operatorname{Re}}\left\{\Sigma_{\mathrm{T}}^{V V}\left[\left(\mu_{V}\right)^{2}\right]\right\}-\Gamma_{V}^{\mathrm{P}} M_{V}^{\mathrm{P}} \widetilde{\operatorname{Im}}\left\{\Sigma_{\mathrm{T}}^{V V}\left(\mu_{V}^{\mathrm{P}}\right)^{2}\right\} . \tag{4.52}
\end{equation*}
$$

Even though this pole definition appears to be a more natural definition for a physical mass, the on-shell values are usually employed because they have been measured to accurate precision.

[^8]The relation between the two,

$$
\begin{equation*}
M_{V}^{\mathrm{P}}=\frac{\left(M_{V}^{\mathrm{OS}}\right)^{2}}{\sqrt{\left(M_{V}^{\mathrm{OS}}\right)^{2}+\left(\Gamma_{V}^{\mathrm{OS}}\right)^{2}}}, \quad \Gamma_{V}^{\mathrm{P}}=\frac{M_{V}^{\mathrm{OS}} \Gamma_{V}^{\mathrm{OS}}}{\sqrt{\left(M_{V}^{\mathrm{OS}}\right)^{2}+\left(\Gamma_{V}^{\mathrm{OS}}\right)^{2}}}, \tag{4.53}
\end{equation*}
$$

has been proposed in Ref. [193] and worked out in Ref. [194] and is obtained by inserting (4.51) and (4.52) into each other iteratively and using the definition of the on-shell width, which is obtained from the optical theorem as

$$
\begin{equation*}
\Gamma_{V}^{\mathrm{OS}}=\frac{1}{M_{V}^{2}} \frac{\widetilde{\operatorname{Im}}\left\{\Sigma_{\mathrm{T}}^{V}\left(M_{V}^{\mathrm{P}}\right)^{2}\right\}}{1+\widetilde{\operatorname{Im}}\left\{\Sigma_{\mathrm{T}}^{\prime}\left(M_{V}^{\mathrm{P}}\right)^{2}\right\}} \tag{4.54}
\end{equation*}
$$

The use of the CMS thus requires converting the on-shell values for masses and widths to the pole definitions using (4.53).

## 5. Implementation of SCET $_{\text {Ew }}$ into a Monte Carlo event generator

Having set the basis of both the calculation of collider observables using fixed-order techniques and $\mathrm{SCET}_{\mathrm{EW}}$, we are ready to discuss the implementation of $\mathrm{SCET}_{\mathrm{EW}}$ into a Monte Carlo integration code which calculates fully differential cross sections at NLO EW accuracy. Parts of this and the two following sections are based on Ref. [141].

In the existing literature (see e.g. Refs. [52-55]), the focus has been on the analytic computation of simple processes such as four-fermion processes or vector boson pair production without decays. Within this work, in contrast, we aim for the computation of more complicated processes involving also the decays of instable particles. In addition we want to take into account the effects of phase-space cuts. The occurring phase-space integration must therefore be performed numerically and a certain grade of automation is desirable.

The section is organised as follows: In Sec. 5.1 we sketch how to apply SCET $_{\text {EW }}$ to LHC processes by isolating subprocesses that fulfill the $\mathrm{SCET}_{\text {EW }}$ condition. At the end we list all steps of the $\mathrm{SCET}_{\text {EW }}$ calculation. In Sec. 5.2 we discuss the implementation of all ingredients of the $\mathrm{SCET}_{\mathrm{EW}}$ calculation in detail. We then proceed by discussing the logarithm counting in Sec. 5.3 and describe which of the appearing logarithmic terms are included in our calculation before closing with a brief description of the software components put to use (Sec. 5.4).

### 5.1. Fixed-order calculations and $\mathrm{SCET}_{\mathrm{EW}}$ in complicated processes

We start from an NLO-EW-accurate computation performed using fixed-order perturbation theory. As discussed in Sec. 4.1, treating the occurring IR singularities with the subtraction scheme of Catani and Seymour implies that real and virtual corrections are integrated separately. As the logarithmically enhanced contributions arise mainly in the virtual part, we compute the real corrections in the conventional way ${ }^{1}$. However, in order to have well-defined observables, one should assure that the IR singularities are treated in a consistent way. This issue is addressed in more detail in Sec. 5.1.2.

Since we include decay effects, any unstable particle is only detected via its decay products. We can unfortunately not apply $\mathrm{SCET}_{\mathrm{EW}}$ on a process like

$$
\begin{equation*}
\bar{q} q \rightarrow \mathrm{~W}^{+} \mathrm{W}^{-} \rightarrow \mathrm{e}^{-} \bar{\nu}_{\mathrm{e}} \mu^{+} \nu_{\mathrm{e}}, \tag{5.1}
\end{equation*}
$$

which is dominated by phase-space regions, where invariants such as $p_{\mathrm{e}} \cdot p_{\bar{\nu}_{\mathrm{e}}}$ are of the order of $M_{\mathrm{W}}$. However, when applying the DPA (see Sec. 4.2.1), the process factorises into the

[^9]subprocesses
\[

$$
\begin{equation*}
\left[\bar{q} q \rightarrow \mathrm{~W}^{-} \mathrm{W}^{+}\right] \times\left[\mathrm{W}^{-} \rightarrow \mathrm{e}^{-} \bar{\nu}_{\mathrm{e}}\right] \times\left[\mathrm{W}^{+} \rightarrow \mu^{+} \nu_{\mathrm{e}}\right] \tag{5.2}
\end{equation*}
$$

\]

The $2 \rightarrow 2$ production subprocess has the kinematic invariants

$$
\begin{equation*}
s=2 p_{q} \cdot p_{\bar{q}}, \quad-t=2 p_{q} \cdot p_{\mathrm{W}^{+}} \approx 2 p_{q} \cdot\left(p_{\mathrm{e}}+p_{\bar{\nu}_{\mathrm{e}}}\right), \quad-u=2 p_{\bar{q}} \cdot p_{\mathrm{W}^{+}} \approx 2 p_{\bar{q}} \cdot\left(p_{\mathrm{e}}+p_{\bar{\nu}_{\mathrm{e}}}\right) \tag{5.3}
\end{equation*}
$$

in the vicinity of the doubly-resonant region. Since these quantities become large in the highenergy limit, a $\operatorname{SCET}_{\mathrm{EW}}$ expansion is sensible for the production process. In the decay subprocesses all invariants are of the order of the W mass, and there is no point in applying $\mathrm{SCET}_{\mathrm{EW}}$. It is, however, not necessary because in a process without large scale ratios no Sudakov logarithms occur on any order in perturbation theory. The corrections to the decay processes can hence reliably be calculated in fixed order.

The strategy to isolate the logarithmically enhanced corrections is thus:

- Apply the pole approximation in order to factorise the matrix element into a production and a decay part. This is sketched in diagrammatic form in Fig. 4.1.
- Calculate the decay part in the full SM. It cannot have large corrections, as the matrix element itself cannot contain any large scale ratios.
- Treat the loop corrections to the production part with $\mathrm{SCET}_{\mathrm{EW}}$. In the high-energy limit this is a process where all invariants can be considered large.
- Add the integrated subtraction counterterms (see Sec. 4.1) and the non-factorisable corrections (see Sec. 4.2.1).

The third point is the main issue of this work. The required methods have been demonstrated in Refs. [43, 45, 47, 48] and also been described in Sec. 3.3. The setup presented in this section makes use of the results of Refs. [48] as far as the anomalous dimensions and the low-scale corrections are concerned. However, our automated computation features some new properties that are desirable for the LHC and future collider predictions:

- Embedding the SCET $_{\text {EW }}$ results into a Monte Carlo integrator enables the computation of fully differential cross sections for many different processes on a suitable fiducial phase space.
- Decay effects are taken into account properly.
- Complicated processes such as vector-boson scattering or processes with external Z bosons or photons, for which the high-scale matching coefficients contain a large number of diagrams, are also feasible.

All of the above steps are to be performed on the level of helicity amplitudes with definite polarisations of the virtual gauge bosons. This is because spin-dependent corrections occur for both fermions (left- and right-handed fermions have different EW quantum numbers) and gauge bosons (because the longitudinal polarisations are to be treated using the GBET).

### 5.1.1. Virtual corrections in SCET $_{\text {EW }}$

In the fixed-order approach the perturbative expansion of the matrix element reads

$$
\begin{align*}
|\mathcal{M}|^{2} & =\frac{1}{n_{\mathrm{i}}}\left|\sum_{c} \sum_{\lambda} \mathcal{M}_{\lambda c}\right|^{2}=\frac{1}{n_{\mathrm{i}}} \sum_{c c^{\prime}} \sum_{\lambda \lambda^{\prime}} \mathcal{M}_{\lambda c} \mathcal{M}_{\lambda^{\prime} c^{\prime}}^{*} \\
& =\frac{1}{n_{\mathrm{i}}} \sum_{c c^{\prime}} \sum_{\lambda \lambda^{\prime}}\left(\mid \mathcal{M}_{0, \lambda c} \mathcal{M}_{0, \lambda^{\prime} c^{\prime}}+\mathcal{M}_{0, \lambda c} \mathcal{M}_{1-\text { loop, } \lambda^{\prime} c^{\prime}}^{*}+\mathcal{M}_{1 \text {-loop, }, \lambda c} \mathcal{M}_{0, \lambda^{\prime} c^{\prime}}^{*} \ldots\right) \tag{5.4}
\end{align*}
$$

where, $c, c^{\prime}, \lambda$ and $\lambda^{\prime}$ run over all configurations of colour and spin, respectively, and $n_{\mathrm{i}}$ denotes the number of initial-state spin and colour configurations. The one-loop matrix element contains the large logarithmic corrections arising from massive vector-boson exchange, which we wish to resum.

Often contributions with $\lambda \neq \lambda^{\prime}$ can be neglected if the phase-space cuts are sufficiently inclusive [131]. In this case the above formula simplifies to

$$
\begin{equation*}
|\mathcal{M}|^{2}=\frac{1}{n_{\mathrm{i}}} \sum_{\lambda}\left(\left|\mathcal{M}_{0, \lambda}\right|^{2}+2 \operatorname{Re}\left(\mathcal{M}_{0, \lambda} \cdot \mathcal{M}_{1-\text { loop }, \lambda}^{*}\right)+\ldots\right) \tag{5.5}
\end{equation*}
$$

with the sum over colours now implicit. The loop matrix elements are IR divergent and after applying the Catani-Seymour dipole subtraction scheme the cross section is obtained in the form (see Sec. 4.1)

$$
\begin{equation*}
\sigma=\int_{n} \mathrm{~d} \sigma_{\text {Born }}+\int_{n}\left(\mathrm{~d} \sigma_{\text {virt }}+\int_{1} \mathrm{~d} \sigma_{\text {sub }}\right)+\int_{n+1}\left(\mathrm{~d} \sigma_{\text {real }}-\mathrm{d} \sigma_{\text {sub }}\right), \tag{5.6}
\end{equation*}
$$

with each of the three terms being integrated separately. The term $\mathrm{d} \sigma_{\text {Born }}$ is understood to contain the first term in (5.5) and the $\mathrm{d} \sigma_{\text {virt }}$ the second one. We want to apply $\mathrm{SCET}_{\text {EW }}$ only to the virtual part, but when calculated with $\mathrm{SCET}_{\mathrm{EW}}$, the matrix element does not naturally decompose as in (5.5). Instead, the amplitude obtained from matching a set of operators contains the Born level and dominant virtual corrections to all orders. Therefore we substitute

$$
\begin{equation*}
\int_{n}\left(\mathrm{~d} \sigma_{\text {virt }}+\int_{1} \mathrm{~d} \sigma_{\text {sub }}\right) \rightarrow \int_{n}\left(\mathrm{~d} \sigma_{\text {virt }}^{\mathrm{SCET}}+\int_{1} \mathrm{~d} \sigma_{\text {sub }}\right) \tag{5.7}
\end{equation*}
$$

with $\mathrm{d} \sigma_{\text {virt }}^{\text {SCET }}$ obtained by subtracting the tree-level result from the squared LO matrix element in the full theory:

$$
\begin{equation*}
\mathrm{d} \sigma_{\text {virt }}^{\mathrm{SCET}}=\mathrm{d} \Phi^{(m)}\left(\left|\mathcal{M}^{\mathrm{SCET}}\right|^{2}-\left|\mathcal{M}_{\mathrm{Bora}}\right|^{2}\right) . \tag{5.8}
\end{equation*}
$$

The leading-order matrix element $\left|\mathcal{M}_{\text {Born }}\right|^{2}$ has to be subtracted because it is already contained in $\mathrm{d} \sigma_{\text {Born }}$. As described in Sec. 3.3, the $\mathrm{SCET}_{\text {EW }}$ results are computed on the level of helicity amplitudes obtained from SCET EW operators:

$$
\begin{equation*}
\mathcal{M}_{\lambda}^{\mathrm{SCET}}=\sum_{k} C_{\lambda, k}(\mu)\left\langle\mathcal{O}_{\lambda, k}(\mu)\right\rangle, \tag{5.9}
\end{equation*}
$$

with $\lambda$ running over polarisation configurations and $k$ over the different Lorentz/Dirac structures. To simplify the notation, we drop the subscript $\lambda$ from now. As discussed in Sec. 3, the Wilson coefficients are matched at the high scale and run down to the low scale.

This procedure results in the following formula:

$$
\begin{align*}
\mathcal{M}_{\mathrm{SCET}} & =\sum_{k} C_{k}\left(\mu_{1}\right)\left\langle\mathcal{O}_{k}\left(\mu_{\mathrm{l}}\right)\right\rangle \\
& =\sum_{k, j, l}\left(\boldsymbol{D}_{1 l}^{(1)}\left(\mu_{1}\right)\left[\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma(\mu)\right)\right]_{l j}\right) C_{j, k}\left(\mu_{\mathrm{h}}\right)\left\langle\mathcal{O}_{k}\left(\mu_{1}\right)\right\rangle, \tag{5.10}
\end{align*}
$$

with the following ingredients:

- The Wilson coefficients $C_{k}\left(\mu_{\mathrm{h}}\right)$, matched at the high energy scale.
- The SCET $_{\text {EW }}$ anomalous dimension denoted by $\gamma$. The matrix exponential describes the RG running from $\mu_{\mathrm{h}}$ to $\mu_{\mathrm{l}}$, the path-ordering symbol $\hat{\mathrm{P}}$ is defined in (3.7).
- The low-scale mixing matrix $\boldsymbol{D}$, which takes the explicit SCET $_{\text {EW }}$ loop corrections into account. It depends on the low scales, i.e. the electroweak mass spectrum.

The index $k$ in (5.10) labels different operators contributing to the same process at tree level, while $j$ and $l$ denote the mixing of different operators into each other at one loop level, assembled in a way that $j=1$ corresponds to the operators contributing already at tree-level. The anomalous dimension depends only on $j$ and $l$ because SCET $_{\text {EW }}$ corrections do not mix different Lorentz or chiral structures, which are denoted by $k$.

The fact that we would like to use the fixed-order automation apparatus motivates us to rewrite the above expression in terms of scattering amplitudes:

$$
\begin{equation*}
\mathcal{M}_{\mathrm{SCET}}=\left.\sum_{j} \boldsymbol{D}_{1 l}\left(\mu_{1}\right)\left[\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma(\mu)\right)\right]_{l j} \mathcal{M}_{j}\left(\mu_{\mathrm{h}}\right)\right|_{\{M\}=0, \text { IR-finite }}, \tag{5.11}
\end{equation*}
$$

where now $j$ sums over all processes that arise, when a global $\mathrm{SU}(2)$ gauge transformation is applied to the external fields of the respective process, while the sum over $k$ has disappeared, because it is contained in the $\mathcal{M}_{j}$. The fact that all mass scales have been set to zero indicates that the amplitudes are evaluated in the SySM. The connections between the operators, Wilson coefficients, and matrix elements is discussed by means of an example in Sec. 5.2.2.

### 5.1.2. Modifications of the factorisation formula

It is however not possible to use (5.10) as virtual matrix element in (5.7): The IR divergences, which are contained in $\boldsymbol{D}$, are multiplied with the resummed matrix element instead of the Born matrix element.

We should therefore substitute

$$
\begin{align*}
\boldsymbol{D}_{1 l}\left(\mu_{\mathrm{l}}\right)\left[\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \boldsymbol{\gamma}(\mu)\right)\right]_{l j} & =\left(\delta_{1 j}+\boldsymbol{D}_{1 l}^{(1)}\left(\mu_{\mathrm{l}}\right)\right)\left[\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \boldsymbol{\gamma}(\mu)\right)\right]_{l j} \\
& \rightarrow \boldsymbol{D}_{1 j}^{(1)}\left(\mu_{\mathrm{l}}\right)+\left[\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \boldsymbol{\gamma}(\mu)\right)\right]_{1 j} \tag{5.12}
\end{align*}
$$

because then the IR divergences in $\boldsymbol{D}^{(1)}$ are multiplied with the unresummed Born matrix element. The difference between the definitions in (5.12) are of $\mathcal{O}\left(\alpha^{2} \log ^{2}\left(M_{\mathrm{W}}^{2} / s\right)\right)$. It should clearly be said that (5.10) is the consistent way of including all terms of $\mathcal{O}\left(\alpha^{2} \log ^{2}\left(M_{\mathrm{W}}^{2} / s\right)\right.$. However, the inclusion of real-radiation effects in the full SM is more important and a treatment of the reals in the pole approximation would be beyond the scope of this work.

In addition (5.10) does note yet include the parameter renormalisation (PR) constants, which we comprise in an separate contribution:

$$
\begin{equation*}
\mathcal{M}_{j} \rightarrow \mathcal{M}_{j}+\delta_{\mathrm{PR}} \mathcal{M}_{j} \tag{5.13}
\end{equation*}
$$

We therefore use

$$
\begin{equation*}
\mathcal{M}_{\mathrm{SCET}}=\left.\sum_{j}\left[\boldsymbol{D}^{(1)}\left(\mu_{\mathrm{l}}\right)+\hat{\mathrm{P}} \exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \boldsymbol{\gamma}(\mu)\right)+\delta_{\mathrm{PR} \mathbb{1}}\right]_{1 j} \mathcal{M}_{j}\left(\mu_{\mathrm{h}}\right)\right|_{\{M\}=0, \text { IR-finite }} \tag{5.14}
\end{equation*}
$$

as a master formula for the MC code. We choose the high and the low scale according to

$$
\begin{equation*}
\mu_{\mathrm{h}}=\sqrt{s}, \quad \mu_{\mathrm{l}}=M_{\mathrm{W}}, \tag{5.15}
\end{equation*}
$$

with $\sqrt{s}$ denoting the centre-of-mass energy of the production subprocess. Note that if no resummation is applied, the result is completely independent of the scale choices: Changing $\mu_{\mathrm{h}}$ merely shifts contributions from the high-scale matching into the anomalous dimension and vice versa, while changing $\mu_{1}$ reshuffles contributions between the low-scale corrections and the anomalous dimensions. The dependence of the resummed result on the precise choice of $\mu_{\mathrm{h}}$ and $\mu_{1}$ is expected to be small.

### 5.1.3. Summary of the strategy

In more detail the strategy of applying $\mathrm{SCET}_{\mathrm{EW}}$ to a generic SM process with large kinematic invariants can be summarised as follows:

- We construct all effective operators in SCET $_{\text {EW }}$ that contribute to a specific process. By definition their expectation values reproduce the tree-level behaviour of the SM amplitude to leading power. We use an operator basis described in Sec. 5.2.1, the numerical evaluation is described in Sec. 5.2.2.
- The operators are matched (at high energies) against the SySM. Because the massless $\mathrm{SCET}_{\text {EW }}$ loop diagrams vanish in DimReg [52], the only object that is to be calculated is the one-loop scattering amplitude in the SySM. It does not depend on any mass scale, but depends non-trivially on the process. Therefore an automated calculation of that part is particularly desirable, especially if complicated processes are considered. This part is described in Sec. 5.2.3.
- We then calculate the $\mathrm{SCET}_{\mathrm{EW}}$ anomalous dimension matrix $\boldsymbol{\gamma}(\mu)$. This has been shown to be independent of the detailed structure of the process. Instead, it is a sum over contributions that depend only on quantum numbers and momenta of the external particles.
- The anomalous dimension is integrated from the low to the high scale. This always can be done using the results of Sec. 3.3.4 since the scale dependence of the anomalous di-
mension has a universal structure. We take the matrix exponential of the result. The implementation of these steps is described in Sec. 5.2.4.
- We calculate the one-loop low-scale corrections $\boldsymbol{D}_{\lambda}^{(1)}$ to the $\mathrm{SCET}_{\mathrm{EW}}$ operators in the broken phase ${ }^{2}$. Because of the structure of the $\mathrm{SCET}_{\mathrm{EW}}$ diagrams, they can be constructed solely from the external particles and their momenta. More details can be found in Sec. 5.2.5.
- Finally we add the corresponding coupling renormalisation constants. They are different for the Abelian and non-Abelian parts of the amplitude, respectively, which is why it is necessary to decompose each amplitude according to their corresponding powers of $g_{1}$ and $g_{2}$. The renormalisation constants contain logarithmic corrections associated with the running of $\alpha$ and the weak mixing angle between the electroweak scale, where they are chosen as input parameters, and the high scale, at which the interaction takes place.
- If photons, Z bosons, or Higgs bosons are involved, all contributing processes are constructed in terms of the respective fields in the SySM. We then perform all above steps for each subamplitude individually. The anomalous dimension is most easily calculated in terms of the symmetric fields. For the low-scale $\mathrm{SCET}_{\mathrm{EW}}$ corrections we apply the back transformation for each symmetric process. More details can be found in Sec. 5.2.6.

Recall that all these steps apply to the virtual corrections to the production processes of virtual gauge bosons, as discussed in Sec. 5.1. The decay corrections, the implementation of which is discussed in more detail in Sec. 5.2.6, have to be added afterwards, as well as the non-factorisable corrections, the subtracted real corrections, and the integrated dipoles. All these corrections are computed in the full SM.

### 5.2. Ingredients of the virtual corrections

In the following we discuss the implementation of the ingredients of (5.14) into MoCaNLO. As an illustrative example we choose the four-fermion process

$$
\begin{equation*}
\overline{\mathrm{u}}_{\mathrm{L}}\left(p_{1}\right) \mathrm{u}_{\mathrm{L}}\left(p_{2}\right) \rightarrow \mathrm{e}_{\mathrm{L}}^{+}\left(p_{3}\right) \mathrm{e}_{\mathrm{L}}^{-}\left(p_{4}\right), \tag{5.16}
\end{equation*}
$$

that contributes to the Drell-Yan cross section (a sum over the initial-state colours is implied). We choose a specific polarisation configuration (all fermions are left-handed) for simplicity. However, as mentioned above all matching and running computations have to be performed on the level of a specific polarisation configuration.

[^10]
### 5.2.1. Constructing the operator basis

From (5.14) it is obvious that the set of contributing operators (and therefore also matrix elements) to a given process

$$
\begin{equation*}
\phi_{1} \phi_{2} \rightarrow \phi_{3} \ldots \phi_{n} \tag{5.17}
\end{equation*}
$$

is obtained by applying the $\mathrm{SU}(2)$ colour operators arbitrarily often on any pair of particles. The colour operators act on an external field $\psi$ with gauge index $\alpha$ according to [47]

$$
\begin{equation*}
\mathbf{t}_{i} \psi_{j, \alpha}=\sum_{a=1}^{3} t_{i, \alpha \beta}^{a} \psi_{i, \beta} \delta_{i j}, \tag{5.18}
\end{equation*}
$$

with $t_{i, \alpha \beta}^{a}$ denoting components of the $\mathrm{SU}(2)$ generators in the representation of $\psi$. We use the linear combinations

$$
\begin{equation*}
t_{i}^{ \pm}=\frac{1}{\sqrt{2}}\left(t_{i}^{1} \mp \mathrm{i} t_{i}^{2}\right) \quad \rightarrow \quad t_{i}^{1} \cdot t_{j}^{1}+t_{i}^{2} \cdot t_{j}^{2}=t_{i}^{+} \cdot t_{j}^{-}+t_{i}^{-} \cdot t_{j}^{+} \tag{5.19}
\end{equation*}
$$

instead of the $t^{1 / 2}$. This basis has also been employed in Ref. [47], with a different normalisation convention. In this basis, the $\boldsymbol{t}$ transform matrix elements associated with physical processes into matrix elements associated with other processes. Note that we use the lower-case $\boldsymbol{t}$ for the $\mathrm{SU}(2)$ colour operators instead of the upper-case $\boldsymbol{T}$ employed for the generic colour operators in Sec. 3.

An algorithm to compute all possible processes starting from (5.17) is implemented as follows. Starting with a list of processes that contains the initial one as its only element:

- Apply all possible two-particle transformations to the external fields. Check whether the resulting process violates charge conservation. If not, append it to the list.
- Go to the next process in the list and apply all possible two-particle transformations. Check whether the resulting process violates charge conservation. If not, check whether the process is already in the list. If not, add it.
- Repeat the above until the end of the list is reached (that is, the iteration of the last process did not produce any new ones).


## Fermions

In Ref. [45] the scattering of four fermions with momenta $p_{1}, \ldots, p_{4}$ in a spontaneously broken $\mathrm{SU}(2)$ gauge theory ${ }^{3}$ has been considered using the operator basis

$$
\begin{align*}
& \mathcal{O}_{1, \sigma \sigma^{\prime}}=\bar{\chi}_{4} \frac{\tau^{a}}{2} \gamma^{\mu} \omega_{\sigma} \chi_{3} \bar{\chi}_{2} \frac{\tau^{a}}{2} \gamma_{\mu} \omega_{\sigma^{\prime}} \chi_{1}, \\
& \mathcal{O}_{2, \sigma \sigma^{\prime}}=\bar{\chi}_{4} \gamma_{\mu} \omega_{\sigma} \chi_{3} \bar{\chi}_{2} \gamma_{\mu} \omega_{\sigma^{\prime}} \chi_{1} \tag{5.20}
\end{align*}
$$

[^11]with $\tau^{a}$ being the Pauli matrices, the projection operators
\[

$$
\begin{equation*}
\omega_{ \pm}=\frac{\mathbb{1} \pm \gamma_{5}}{2}, \tag{5.21}
\end{equation*}
$$

\]

projecting the Dirac fermions on their component with left ( - ) or right (+) chirality, $\chi_{i}$ as defined in (3.57), but arranged in $\operatorname{SU}(2)$ doublets and the Wilson lines given by the EW ones (3.99). The operators correspond to $\mathrm{SU}(2)$ colour invariants, ${ }^{4}$ with $\mathcal{O}^{(1)}$ describing the interaction of two " $\mathrm{SU}(2)$ vector currents", and $\mathcal{O}^{(2)}$ the interaction of $\mathrm{SU}(2)$ singlets. This can be extended to the SM by writing down analogous operators for the $\mathrm{SU}(3)$ colours. The obvious advantage of this decomposition is that a minimal set of operators is employed, hence minimising the computational effort. Additionally, the general structure is manifestly independent of the fermion species: All loop integrals that are actually different have to be computed only once.

It would certainly be possible to automate the evaluation of such colour-covariant operators. However, a vast variety of programs has been developed to calculate on-shell helicity amplitudes. These are obtained by expanding the operators into the flavour eigenstates, resulting in an overcomplete set of operators. However, at tree level they can be matched against a helicity amplitude corresponding to a physical process. This allows us to use the matrix element generator Recola $[57,58]$ to calculate the Wilson coefficients (at tree level and one-loop) and the operator expectation values of the SCET operators together. ${ }^{5}$

Adopting the conventions of Refs. [47, 48] to show only the colour structure and omit all Wilson lines, the relevant operators for the process (5.16) are written down as

$$
\begin{align*}
& \mathcal{O}_{1}=\bar{Q}_{1, \mathrm{~L}} \frac{\tau^{a}}{2} \gamma^{\mu} Q_{2, \mathrm{~L}} \bar{L}_{3, \mathrm{~L}} \frac{\tau^{a}}{2} \gamma_{\mu} L_{4, \mathrm{~L}}, \\
& \mathcal{O}_{2}=\bar{Q}_{1, \mathrm{~L}} \gamma^{\mu} Q_{2, \mathrm{~L}} \bar{L}_{3, \mathrm{~L}} \gamma_{\mu} L_{4, \mathrm{~L}} \tag{5.22}
\end{align*}
$$

in the colour covariant basis and as

$$
\begin{align*}
\mathcal{O}_{1} & =\bar{u}_{1, \mathrm{~L}} \gamma_{\mu} u_{2, \mathrm{~L}} \bar{e}_{3, \mathrm{~L}} \gamma_{\mu} e_{4, \mathrm{~L}}, \\
\mathcal{O}_{2} & =\bar{d}_{1, \mathrm{~L}} \gamma_{\mu} d_{2, \mathrm{~L}} \bar{e}_{3 \mathrm{~L}}{ }_{\mu} e_{4, \mathrm{~L}}, \\
\mathcal{O}_{3} & =\bar{d}_{1, \mathrm{~L}} \gamma_{\mu} u_{2, \mathrm{~L}} e_{3, \mathrm{~L}} \gamma_{\mu} \nu_{4, \mathrm{~L}}, \\
\mathcal{O}_{4} & =\bar{u}_{1, \mathrm{~L}}^{\mu} d_{2, \mathrm{~L}}^{{ }_{\nu}^{3, \mathrm{~L}} \mu} e_{4, \mathrm{~L}} \\
\mathcal{O}_{5} & =\bar{u}_{1, \mathrm{~L}} \gamma_{\mu} u_{2, \mathrm{~L}}^{\bar{\nu}_{3, \mathrm{~L}}^{\mu} \nu_{4, \mathrm{~L}}} \\
\mathcal{O}_{6} & =\bar{d}_{1, \mathrm{~L}} \gamma_{\mu} d_{2, \mathrm{~L}} \bar{\nu}_{3, \mathrm{~L}} \gamma_{\mu} \nu_{4, \mathrm{~L}}, \tag{5.23}
\end{align*}
$$

in the flavour eigenbasis we employ. In fact, this basis is used in Ref. [45] for the calculation of the low-scale matching corrections, while using the colour covariant form at the high scale. The

[^12]connection between fields of the bases is obvious:
\[

$$
\begin{equation*}
Q_{k, \mathrm{~L}}=\binom{u_{k, \mathrm{~L}}}{d_{k, \mathrm{~L}}}, \quad L_{k, \mathrm{~L}}=\binom{\nu_{k, \mathrm{~L}}}{e_{k, \mathrm{~L}}} . \tag{5.24}
\end{equation*}
$$

\]

## Gauge bosons

For processes with external gauge bosons we use a mixture of the symmetric and the physical base in the different contributions. For charged gauge bosons we use the charge eigenstates $W^{ \pm}$ rather than an $\operatorname{SU}(2)$-covariant $W^{1 / 2}$ fields used in Ref. [47]. The form of the operator building block associated with an external gauge boson is as given in (3.57) with EW Wilson lines as in (3.99).

For neutral gauge bosons the operators are constructed in the symmetric basis $W^{3} / B$ since it simplifies the anomalous dimension a lot. For the low-scale corrections one has to apply the back-transformation because they depend on the masses of the external particles. This is discussed in more detail in Sec. 5.2.6.

## Scalars

The SM scalars are treated in close analogy to the neutral gauge bosons: If we denote the Higgs doublet with (see also (2.7))

$$
\begin{equation*}
\Phi=\binom{\phi^{+}}{\phi_{2}}=\binom{\phi^{+}}{\frac{1}{\sqrt{2}}(H+v+\mathrm{i} \chi)}, \tag{5.25}
\end{equation*}
$$

then we construct the operators from the fields $\phi^{ \pm}, \phi_{2}$, and $\phi_{2}^{*}$. At the low energy scale the lower components are rotated into the mass eigenstates $\chi, H$, see again Sec. 5.2.6 for details. Since the Higgs doublet is in the same representation as the left-handed fermions, the gauge-invariant building block analogous to (3.57) has the same form as the fermionic one:

$$
\begin{equation*}
\Xi_{n}(x)=W_{n}^{\dagger}(x) \Phi_{n}(x), \tag{5.26}
\end{equation*}
$$

with the $\Phi_{n}$ being composed of $n$-collinear scalar fields $\phi_{n}^{ \pm}, \phi_{2, n}^{(*)}$. The above expression is built into operators of the form (3.98) in the same way as for fermionic operators.

### 5.2.2. Tree-level matrix elements

With the considerations of the previous section the automated computation of expectation values of $\mathrm{SCET}_{\mathrm{EW}}$ operators can be performed in a straightforward manner, once a program is at hand that can calculate on-shell amplitudes in the SySM. We use Recola2 [58] equipped with a model file of the SM in the symmetric phase to evaluate the amplitudes numerically. Starting from the SySM Lagrangian, the model file is generated using FeynRules [196] and afterwards renormalised and translated to a Recola2 model file using the in-house software Rept1L (for more details see Ref. [197]).

Given this technical toolkit, all we have to do is to express every part of the computation in a terms of matrix elements representing physical processes in the SySM, which we have achieved by obtaining (5.10) and (5.14). In the following we use our example process to elucidate the
relation between Wilson coefficients, operator expectation values, and matrix elements. In the discussed example the tree-level matching reads

$$
\begin{equation*}
\mathcal{M}^{\bar{u}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} \bar{e}_{\mathrm{L}} \mathrm{e}_{\mathrm{L}}}(\{p\})=C_{1}^{(0)}\left\langle\mathcal{O}_{1}\right\rangle, \quad C_{1}^{(0)}\left(\mu_{\mathrm{h}}\right)=\frac{4 \pi \alpha}{\hat{s}}\left(Q_{\mathrm{u}} Q_{\mathrm{e}}+I_{\mathrm{u}_{\mathrm{L}}}^{\mathrm{Z}} I_{\mathrm{e}_{\mathrm{L}}}^{\mathrm{Z}}\right) . \tag{5.27}
\end{equation*}
$$

with $\sqrt{\hat{s}}$ denoting the (partonic) CMS energy and $Q_{f}$ and $I_{f_{\kappa}}^{Z}$ denoting the charge and Z-boson coupling of a fermion with chirality $\kappa$. The other operators in (5.23) are matched analogously. Note that we adopt the convention that the Wilson coefficient contains the factor $1 / \hat{s} . \mathcal{O}_{1}$ is a dimension-6 operator, thus the product of the operator and the Wilson coefficient has mass dimension 4 , as it should be at leading power.

To see that (5.27) is indeed the correct matching, we observe that $\left\langle\mathcal{O}_{1}\right\rangle$ contains the spin structure of the amplitude that means all spinors and Dirac matrices:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\right\rangle=\bar{u}\left(p_{\overline{\mathrm{u}}}\right) \gamma^{\mu} v\left(p_{\mathrm{u}}\right) \bar{v}\left(p_{\mathrm{e}^{-}}\right) \gamma_{\mu} u\left(p_{\mathrm{e}^{+}}\right) . \tag{5.28}
\end{equation*}
$$

Note that the difference between a collinear fermion field $\chi_{\mathrm{c}}$ as defined in (3.57) in $\operatorname{SCET}_{\text {EW }}$ and an ordinary fermion field does not matter at leading order and leading power.

Multiplied with the process-specific prefactors in $C_{1}^{(0)}$, (5.28) yields precisely the $\bar{u}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} \rightarrow \mathrm{e}_{\mathrm{L}}^{+} \mathrm{e}_{\mathrm{L}}^{-}$ scattering amplitude in the limit $\sqrt{\hat{s}} \gg M_{\mathrm{Z}}$. Since $\sqrt{\hat{s}}$ defines the high scale $\mu_{\mathrm{h}}$, the Wilson coefficient is evaluated at $\mu_{\mathrm{h}}$.

Once the Wilson coefficient is run down to the low scale and the radiative corrections to the operator expectation value are computed, all operators in (5.23) contribute to the resummed renormalisation-group improved result even if the matching is only performed at tree level:

$$
\begin{equation*}
\mathcal{M}_{\mathrm{res}}^{\overline{\mathrm{u}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} e_{\mathrm{L}}^{+} e_{\mathrm{L}}^{-}}(\{p\})=\sum_{j=1}^{6} C_{j}\left(\mu_{\mathrm{h}}\right) \boldsymbol{A}_{j 1}\left(\mu_{\mathrm{h}}, \mu_{1}\right)\left\langle\mathcal{O}_{1}\right\rangle, \tag{5.29}
\end{equation*}
$$

where the matrix $\boldsymbol{A}$ is short for the path-ordered exponential in (5.14). Since the numerical values of the spinors are not different among the $\mathcal{O}_{i}$, (5.29) can be rewritten in terms of scattering amplitudes of different processes:

$$
\begin{equation*}
\mathcal{M}_{\mathrm{res}}^{\overline{\mathrm{u}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} e_{\mathrm{L}}^{+} e_{\mathrm{L}}^{-}}(\{p\})=\sum_{j} \boldsymbol{A}_{j 1}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right) \mathcal{M}^{f_{1 j, \mathrm{~L}} f_{2 j, \mathrm{~L}} f_{3 j, \mathrm{~L}} f_{4 j, \mathrm{~L}}} \tag{5.30}
\end{equation*}
$$

with the external fermions $f_{1 j, \mathrm{~L}}$ are the respective $\mathrm{SU}(2)$-transformed ones and can directly be read off from (5.23). The $\mathcal{M} \cdots$ on the right-hand side of (5.30) can be evaluated using Recola2. It is worth noting that, since $\langle\mathcal{O}\rangle$ is a tree-level quantity, it is analytic in the massless limit. The difference between calculating it in the SySM or SM is thus just a matter of power corrections.

The generalisation to any SM process is rather obvious: The SU(2)-transformed fields are constructed in a suited basis of the respective representation and the matrix element reads

$$
\begin{equation*}
\mathcal{M}^{\phi_{1}, \ldots . \phi_{n}}(\{p\})=\sum_{j} \boldsymbol{A}_{1 j}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right) \mathcal{M}^{\tilde{\phi}_{1}^{(j)}, \ldots \tilde{\phi}_{n}^{(j)}} \tag{5.31}
\end{equation*}
$$

with $j$ running up the number of processes that can be generated by applying $\mathrm{SU}(2)$ transformations to any number of pairs of external fields. Thus $\tilde{\phi}_{i}^{(j)}$ is either equal to $\phi_{i}$ or its $\operatorname{SU}(2)$
partner. With a suited model file the transformed matrix elements can be evaluated for all possible combinations of fields using Recola2.

## Identical Particles

For simplicity we have chosen a process without identical particles and hence with only a single Lorentz structure. If two or more particles are identical, there are more contributing operators. For instance, the process $\bar{u}_{L} u_{L} \rightarrow \bar{u}_{L} u_{L}$ has two contributing operators, corresponding to the $t$ and $s$-channel, respectively:

$$
\begin{equation*}
\mathcal{M}^{\overline{\mathrm{u}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} \overline{\mathrm{~L}}_{\mathrm{L} \mathrm{~L}_{\mathrm{L}}}}(\{p\})=C_{1}^{(0), t}\left\langle\mathcal{O}_{1}^{t}\right\rangle+C_{1}^{(0), s}\left\langle\mathcal{O}_{1}^{s}\right\rangle . \tag{5.32}
\end{equation*}
$$

Even though each operator has a different tree-level Wilson coefficient, an equation similar to (5.30) still holds. Since the form of the anomalous dimension is the same for both operators (it depends only on the gauge structure of the operators) and all transformed amplitudes have the same Lorentz structure, one ends up with

$$
\begin{align*}
\mathcal{M}_{\mathrm{res}}^{\overline{\mathrm{u}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} \overline{\mathrm{u}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}}}(\{p\}) & =\sum_{j} \boldsymbol{A}_{1 j}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right)\left(C_{j}^{(0), t}\left(\mu_{\mathrm{h}}\right)\left\langle\mathcal{O}_{1}^{t}\right\rangle+C_{j}^{(0), s}\left(\mu_{\mathrm{h}}\right)\left\langle\mathcal{O}_{1}^{s}\right\rangle\right) \\
& =\sum_{j} \boldsymbol{A}_{j 1}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right) \mathcal{M}^{f_{1 j, \mathrm{~L}} f_{2 j, \mathrm{~L}} f_{3 j, \mathrm{~L}} f_{4 j, \mathrm{~L}}}, \tag{5.33}
\end{align*}
$$

once the contributions to the scattering amplitudes have been added coherently. In the first line of the above equation it is understood that for both Lorentz structures the operators are arranged in vectors like (5.23) accordingly. The above generalises to arbitrarily complicated processes.

### 5.2.3. High-scale matching contributions

Following the arguments in Secs. 3.2.6 and 3.3, the high-scale matching contributions are given by the IR-finite parts of the one-loop on-shell amplitudes in the SySM: the $\mathrm{SCET}_{\mathrm{EW}}$ loop corrections vanish in DimReg, leaving the finite part as the one-loop matching correction to the Wilson coefficient:

$$
\begin{equation*}
C_{1}^{(1)}\left(\mu_{\mathrm{h}}\right)\left\langle\mathcal{O}^{(0)}\right\rangle=\left.\mathcal{M}(\{p\})\left(\mu_{\mathrm{UV}}=\mu_{\mathrm{IR}}=\mu_{\mathrm{h}}\right)\right|_{\{M\}=0, \text { IR-finite }}, \tag{5.34}
\end{equation*}
$$

which is a SySM version of (3.77). Both $C_{1}$ and $\mathcal{M}$ are understood to be renormalised in the $\overline{\mathrm{MS}}$ scheme. The one-loop matching correction is hence obtained by setting all masses to zero in the full amplitude and simply take the IR-finite part. The quantity on the right-hand side of (5.34) can again directly be calculated with Recola2. Thus, the only thing to change is to promote all SySM matrix elements from tree-level to one loop:

$$
\begin{equation*}
\mathcal{M}^{\phi_{1} \ldots \phi_{n}}(\{p\})=\sum_{j} \boldsymbol{A}_{1 j}\left(\mu_{\mathrm{h}}, \mu_{\mathrm{l}}\right)\left(\mathcal{M}^{\text {tree }, \tilde{\phi}_{1 j} \ldots \tilde{\phi}_{1 n}}+\mathcal{M}_{\mathrm{IR}-\text { finite }}^{1 \text {-loop } \tilde{\phi}_{1} \ldots \tilde{\phi}_{1 n}}\right) . \tag{5.35}
\end{equation*}
$$

Note that inserting the above into (5.14) implies cross terms between corrections associated with running and matching.

All couplings and fields are renormalised in the $\overline{\mathrm{MS}}$ scheme, inducing a renormalisation-scale dependence. We set the renormalisation scale to

$$
\begin{equation*}
\mu_{\mathrm{UV}}=\mu_{\mathrm{h}}=\sqrt{\hat{\hat{s}}}, \tag{5.36}
\end{equation*}
$$

minimising corrections of the form $\log \left(\mu_{\mathrm{h}}^{2} / \hat{s}\right)$. The high-scale matching part is particularly desirable to be automated, as it is the only process-specific ingredient of (5.14). For fourfermion processes the respective analytical calculation has been performed in Ref. [45], while the results for diboson production can be found in Ref. [52].

### 5.2.4. Anomalous dimension

The form of the SCET $_{\text {EW }}$ anomalous dimension of the SM has been analysed in Ref. [47]. At one-loop it is given by (3.115). In the following, we generalise (3.115) to the case of incoming and outgoing momenta and give some more explicit results.

Recall that we can decompose the anomalous dimension into a soft (S) and a collinear (C) part (see Sec. 3.2.6),

$$
\begin{align*}
\gamma & =\gamma_{\mathrm{C}} \mathbb{1}+\gamma_{\mathrm{S}}, \\
\gamma_{\mathrm{C}} & =\frac{\alpha}{\pi} \sum_{i} C_{i} \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)+\sum_{i} \gamma_{i}, \\
\gamma_{\mathrm{S}} & =-\frac{\alpha}{\pi} \sum_{\langle i j\rangle}\left(\frac{1}{s_{\mathrm{w}}^{2}} \mathbf{t}_{i} \cdot \mathbf{t}_{j}+\frac{1}{4 c_{\mathrm{w}}^{2}} \sigma_{i} Y_{i} \sigma_{j} Y_{j} \mathbb{1}\right) \log \left(-\eta_{i j} \frac{n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right), \tag{5.37}
\end{align*}
$$

where we have introduced the sign factors defined in (4.10) along with $\eta_{i j}$ defined as

$$
\eta_{i j}=\left\{\begin{array}{l}
1 \text { if both } i, j \text { incoming or outgoing },  \tag{5.38}\\
-1 \text { else }
\end{array}\right.
$$

in order to obtain the correct $\mathrm{i} \pi$ contributions if some momenta are outgoing. From now on, the hypercharges $Y_{i}$, isospin quantum numbers, and electric charges $Q_{i}$ always refer to the particles. In (5.37), $C_{i}$ refers to the EW Casimir invariant of particle $i$ defined in (3.118). In the following we discuss the implementation of $\gamma_{\mathrm{C}}$ and $\gamma_{\mathrm{S}}$ separately. The terminology was introduced in Ref. [47], it should be stressed that the distinction of effects due to soft and collinear particle exchange is ambiguous on the level of Feynman diagrams: If all masses are set to zero, both soft and collinear diagrams are IR divergent and the individual diagrams depend on the IR regulator (see App. B for the computation). If the masses are kept finite, both soft and collinear diagrams are also divergent because of the collinear anomaly.

## Collinear anomalous dimension

The collinear part is defined as the sum of the one-particle contributions

$$
\begin{equation*}
\gamma_{\mathrm{C}}(\mu)=\sum_{i} \gamma_{\mathrm{C}, i}(\mu) . \tag{5.39}
\end{equation*}
$$

In (3.83) it can be seen clearly that $\gamma_{\mathrm{C}}$ contains the leading-logarithmic contribution completely. For a general gauge theory the collinear anomalous dimensions for gauge bosons and fermions are given by:

$$
\begin{equation*}
\gamma_{\mathrm{C}, A_{k}}=\frac{\alpha_{k}}{4 \pi}\left(4 C_{\mathrm{A}, k} \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)-\beta_{0, k}\right), \quad \gamma_{\mathrm{C}, \mathrm{f}}=\sum_{k=1}^{2} \frac{\alpha_{k} C_{\mathrm{F}, k}}{4 \pi}\left(4 \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)-3\right), \tag{5.40}
\end{equation*}
$$

with the respective Casimir invariants $C_{\mathrm{A}, k}, C_{\mathrm{F}, k}$, corresponding to the respective $\mathrm{SU}(2)$ Casimir representation and the hypercharge. The values for all SM particles are collected in App. B of Ref. [19].

The SM scalars are in the fundamental representation, their anomalous dimension has two modifications with respect to the fermion one:

- There is a different collinear factor for bosons [20], and
- there is an additional contribution related to the top-quark Yukawa coupling $g_{\mathrm{t}}$.

This leads to the result:

$$
\begin{equation*}
\gamma_{\mathrm{C} \Phi}=\sum_{k=1}^{2} \frac{\alpha_{k} C_{\mathrm{F}, k}}{4 \pi}\left(4 \log \left(\frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)-4\right)+\frac{N_{\mathrm{C}} g_{\mathrm{t}}^{2}}{16 \pi^{2}} . \tag{5.41}
\end{equation*}
$$

The respective group-theoretical values are hard-coded for the SM.

## Soft anomalous dimension

The angular-dependent logarithmic corrections to the matrix element are part of the soft anomalous dimension $\boldsymbol{\gamma}_{\mathrm{S}}$. It is defined as the non-trivial sum over pairs of external particles in (5.37). The matrix form is obtained by comprising all possible matrix elements in a vector,

$$
\left(\begin{array}{c}
\mathcal{M}^{\phi_{1}^{(1)} \ldots \phi_{n}^{(1)}}  \tag{5.42}\\
\vdots \\
\mathcal{M}_{1}^{\phi_{1}^{(m)} \ldots \phi_{n}^{(m)}}
\end{array}\right)
$$

and filling the entries with the respective couplings. The neutral gauge-boson contribution to the soft anomalous dimension is hence a diagonal matrix

$$
\begin{equation*}
\gamma_{\mathrm{S}, \mathrm{~N}}=-\frac{\alpha}{\pi} \operatorname{Diag}\left(N_{1}, \ldots, N_{m}\right) \tag{5.43}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{k}=\sigma_{i} \sigma_{j} \sum_{\langle i j\rangle}\left(\frac{Y_{i}^{(k)} Y_{j}^{(k)}}{4 c_{\mathrm{w}}^{2}}+\frac{I_{i}^{3(k)} I_{j}^{3(k)}}{s_{\mathrm{w}}^{2}}\right) \log \left(\frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2}\right), \tag{5.44}
\end{equation*}
$$

with $i, j$ running over the external particles and $k$ indicating the respective transformed process. The off-diagonal elements of $\gamma_{\mathrm{S}}$ are obtained from the $W^{ \pm}$couplings of the external particles
and the respective transformed matrix elements. In closed form they can be written as

$$
\begin{equation*}
\left(\gamma_{\mathrm{S}}\right)_{k l}=-\frac{\alpha}{\pi s_{\mathrm{w}}^{2}} \sum_{\langle i j\rangle} \prod_{n \neq i, j} \delta_{\phi_{n}^{(k)} \phi_{n}^{(l)}} \sum_{a= \pm} t_{\beta_{i}^{(k)} \beta_{i}^{(l)}}^{a} t_{\beta_{j}^{\bar{a}}}^{(k)} \beta_{j}^{(l)} \log \left(-\eta_{i j} \frac{n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \tag{5.45}
\end{equation*}
$$

for $k \neq l$. The indices $\beta_{i}^{(k)}$ denote the $\mathrm{SU}(2)$ indices of particle at position $i$ of the process labelled by $k$. The symbol $\bar{a}$ denotes the sign opposite to $a$. The expression is non-zero if Wboson couplings connect particles at positions $i$ and $j$ in the processes $k$ and $l$. The Kronecker deltas assure that the entry is zero if more than one particle-pair transformation is needed to relate the processes $k$ and $l$.

As an example, consider again the process $\overline{\mathrm{u}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} \rightarrow \mathrm{e}_{\mathrm{L}}^{+} \mathrm{e}_{\mathrm{L}}^{-}$. The correction can be written as

$$
\begin{equation*}
\delta \mathcal{M}_{\gamma_{\mathrm{S}}}^{\overline{\mathrm{L}}_{\mathrm{L}} \mathrm{u}_{\mathrm{L}} e_{\mathrm{L}}^{+} e_{\mathrm{L}}^{-}}=\exp \left(-\int_{\mu_{1}}^{\mu_{\mathrm{h}}} \mathrm{~d} \log \mu \gamma(\mu)\right) \cdot \mathcal{M}_{j} \tag{5.46}
\end{equation*}
$$

with

The entries of the column vector can be recognised as the matrix elements of the operators in (5.23). Note that the last operator is not obtained from the first one via a single external-pair transformation, instead two of them are needed. Therefore, the last operator does not contribute at the one-loop level. It does nevertheless contribute to the exponential (5.14) because it is connected to the other operators via an external-pair transformation.

Using the Mandelstam variables, as usual defined via

$$
\begin{equation*}
s=\left(p_{1}+p_{2}\right)^{2}>0, \quad t=\left(p_{1}-p_{3}\right)^{2}<0, \quad u=\left(p_{1}-p_{4}\right)^{2}<0, \tag{5.48}
\end{equation*}
$$

we define the quantities [52]

$$
\begin{equation*}
\mathrm{L}_{s}=\log \left(\frac{s}{\mu_{\mathrm{h}}^{2}}\right)-\mathrm{i} \pi, \quad \mathrm{~L}_{t}=\log \left(\frac{-t}{\mu_{\mathrm{h}}^{2}}\right), \quad \mathrm{L}_{u}=\log \left(\frac{-u}{\mu_{\mathrm{h}}^{2}}\right) . \tag{5.49}
\end{equation*}
$$

The i $\pi$ takes care of the correct analytical continuation of the complex logarithm according to the signs of $s, t$ and $u$. These logarithms are used as building blocks for the off-diagonal elements of $\gamma_{\mathrm{S}}$. Because in the given example the $W$-couplings are all identical, the matrix that is to be exponentiated has the following form:

$$
\gamma_{\mathrm{S}}=-\frac{\alpha}{4 \pi s_{\mathrm{w}}^{2}}\left(\begin{array}{cccccc}
s_{\mathrm{w}}^{2} N_{1} & \mathrm{~L}_{s} & \mathrm{~L}_{t} & \mathrm{~L}_{t} & \mathrm{~L}_{s} & 0  \tag{5.50}\\
\mathrm{~L}_{s} & s_{\mathrm{w}}^{2} N_{2} & \mathrm{~L}_{u} & \mathrm{~L}_{u} & 0 & \mathrm{~L}_{s} \\
\mathrm{~L}_{t} & \mathrm{~L}_{u} & s_{\mathrm{w}}^{2} N_{3} & 0 & \mathrm{~L}_{u} & \mathrm{~L}_{t} \\
\mathrm{~L}_{t} & \mathrm{~L}_{u} & 0 & s_{\mathrm{w}}^{2} N_{4} & \mathrm{~L}_{u} & \mathrm{~L}_{t} \\
\mathrm{~L}_{s} & 0 & \mathrm{~L}_{u} & \mathrm{~L}_{u} & s_{\mathrm{w}}^{2} N_{5} & \mathrm{~L}_{s} \\
0 & \mathrm{~L}_{s} & \mathrm{~L}_{t} & \mathrm{~L}_{t} & \mathrm{~L}_{s} & s_{\mathrm{w}}^{2} N_{6}
\end{array}\right)
$$

with the $N_{k}$ defined according to (5.43). The off-diagonal entries can be read off by identifying the respective pair of particles that are transformed with respect to one another in the list of processes (5.23). If more than two particles have to be transformed, the entry is 0 .

## Path-ordered matrix exponential

As argued in Appendix A of Ref. [48], the path-ordering symbol can be ignored when exponentiating because $\gamma(\mu)$ commutes with itself for different values of $\mu$. The key arguments are the following:

- The collinear anomalous dimension is proportional to the unit matrix and commutes with itself for different values of the scale.
- The soft anomalous dimension does not depend on $\mu$ at all.

We can therefore replace the path-ordered matrix exponential by a normal one. The matrix parts of the anomalous dimensions such as (5.50) have to be exponentiated using

$$
\begin{equation*}
\exp \boldsymbol{A}=\sum_{k=0}^{\infty} \frac{\boldsymbol{A}^{k}}{k!} \tag{5.51}
\end{equation*}
$$

To evaluate (5.51) numerically we cut off the sum at some finite order, which we choose to be $k=6$. We have checked that the impact of including the $k=6$ terms is already of the order of $10^{-5}$ with respect to the Born matrix element on the level of single phase-space points.

## Integration over the scale

We have seen that, if the running of the gauge couplings is neglected, the anomalous dimension is a linear function of $\log \mu$ and thus easy to integrate, see (3.117). This formula is used if not stated otherwise. In some cases, the one-loop running of the EW gauge couplings is also be taken into account, in which case the integration is implemented via (3.121).

### 5.2.5. Low-scale corrections

The low-scale corrections are obtained from the one-loop operator matrix elements in $\mathrm{SCET}_{\mathrm{EW}}$. The respective Feynman graphs are of the type depicted in Fig. 3.3 with non-zero W-, Z-, Higgsboson and top-quark masses. The regularisation techniques required for their calculation are described in Refs. $[45,46]$ and also in Sec. 3.3.3 of this work. The W-boson exchange graphs induce mixing between the operators, even though we are going to argue that at one-loop level the non-trivial matrix structure can be avoided.

In a given operator basis we define the one-loop matrix structure according to (3.123):

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}^{1 \text {-loop }}\right\rangle=\boldsymbol{D}_{i j}^{(1)}\left\langle\mathcal{O}_{j}^{\text {tree }}\right\rangle \tag{5.52}
\end{equation*}
$$

with $\boldsymbol{D}^{(1)}$ being composed of one-particle ("collinear") and two-particle ("soft") contributions. In analogy to the collinear and soft anomalous dimension we define the collinear and soft low-
scale corrections $D_{\mathrm{C}}$ and $\boldsymbol{D}_{\mathrm{S}}$, respectively:

$$
\begin{align*}
\boldsymbol{D}^{(1)}\left(\mu_{\mathrm{l}}\right)= & \sum_{i} D_{\mathrm{C}, i}\left(\mu_{\mathrm{l}}\right) \mathbb{1}+\boldsymbol{D}_{\mathrm{S}} \\
\boldsymbol{D}_{\mathrm{S}}= & \sum_{\langle i j\rangle}\left[\sum_{a= \pm} \frac{\alpha}{2 \pi s_{\mathrm{w}}^{2}} \log \left(\frac{\mu_{\mathrm{l}}^{2}}{M_{\mathrm{W}}^{2}}\right) \boldsymbol{t}_{i}^{a} \cdot \boldsymbol{t}_{j}^{\bar{a}}+\frac{\alpha}{2 \pi} \log \left(\frac{\mu_{\mathrm{l}}^{2}}{M_{\mathrm{Z}}^{2}}\right) \sigma_{i} I_{i}^{Z} \sigma_{j} I_{j}^{Z}\right. \\
& \left.+\frac{\alpha}{2 \pi} \sigma_{i} Q_{i} \sigma_{j} Q_{j}\left(-\frac{1}{\varepsilon_{\mathrm{IR}}}+\log \left(\frac{\mu_{\mathrm{l}}^{2}}{\mu_{\mathrm{IR}}^{2}}\right)\right) \mathbb{1}\right] \log \left(-\eta_{i j} \frac{n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \tag{5.53}
\end{align*}
$$

with $Q_{i}$ and $I_{i}^{Z}$ being the charges and Z-boson coupling of particle $i$, respectively. To obtain a maximally simple form for the low-scale corrections, we observe that, if the W and Z mass were equal, setting $\mu_{1}$ and $\mu_{\mathrm{IR}}$ to their mass would remove all two-particle corrections. Although this is not possible, we can choose

$$
\begin{equation*}
\mu_{\mathrm{IR}}=\mu_{\mathrm{l}}=M_{\mathrm{W}} \tag{5.54}
\end{equation*}
$$

With this choice the logarithms in (3.125) are removed and the only remaining logarithms in the Z-boson contributions of the $D_{\mathrm{C}, i}$ are suppressed by a factor of $\log c_{\mathrm{w}}^{2} \approx 0.25$, see (3.124).

Besides this, the scale choice (5.54) has the advantage that the soft matching has no non-trivial matrix structure, as this again arises only because of the W-boson contributions in (5.53). The one-loop soft matching $\boldsymbol{D}_{\mathrm{S}}$ is then only related to Z-boson exchange and becomes a unit matrix:

$$
\begin{equation*}
\boldsymbol{D}_{\mathrm{S}}=D_{\mathrm{S}} \mathbb{1}=\frac{\alpha}{2 \pi} \sum_{\langle i j\rangle} \log \left(c_{\mathrm{w}}^{2}\right) \sigma_{i} I_{i}^{Z} \sigma_{j} I_{j}^{Z} \log \left(-\eta_{i j} \frac{n_{i} \cdot n_{j}}{2}-\mathrm{i} 0\right) \mathbb{1} \tag{5.55}
\end{equation*}
$$

The functions $D_{\mathrm{C}, i}$ can be computed once for all SM particles, and the two-particle contributions can be constructed for each process in a similar way as the soft anomalous dimension.

Eventually the low-scale corrections (3.123) are implemented as

$$
\begin{equation*}
\mathcal{M} \rightarrow \mathcal{M}+\sum_{i} D_{\mathrm{C}, i} \mathcal{M}+D_{\mathrm{S}} \mathcal{M} \tag{5.56}
\end{equation*}
$$

on the level of the matrix element in (5.14).

## Field renormalisation and radiative corrections to the GBET

We already mentioned that the low-scale corrections contain also field-renormalisation contributions. For fermions, transverse gauge bosons, and the Higgs boson this simply means that the corresponding field-renormalisation constant $\delta Z_{i} / 2$ is added to the loop contributions:

$$
\begin{equation*}
D_{\mathrm{C}, i}=\left.\frac{1}{2} \delta Z_{i}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}+D_{\mathrm{C}, i}^{\mathrm{loop}} \tag{5.57}
\end{equation*}
$$

In the case of longitudinal gauge bosons, the $\delta Z_{i}$ contribution is not present since the fields of the unphysical Goldstone bosons are not renormalised in our convention. Instead, one has to account for the fact that the GBET, i.e. the relations (3.97), get perturbative corrections. Therefore, the collinear matching for longitudinal gauge bosons contains the radiative correction
factors [see Eq. (3.97)]

$$
\begin{align*}
D_{\mathrm{C}, \mathrm{~W}_{\mathrm{L}}} & =\left[-\frac{\Sigma_{\mathrm{L}}^{W W}\left(M_{\mathrm{W}}^{2}\right)}{M_{\mathrm{W}}^{2}}-\frac{\Sigma^{W \phi}\left(M_{\mathrm{W}}^{2}\right)}{M_{\mathrm{W}}}+\frac{\delta M_{\mathrm{W}}}{M_{\mathrm{W}}}+\frac{1}{2} \delta Z_{\mathrm{W}}\right]_{\mu_{\mathrm{UV}}=\mu_{1}}+D_{\mathrm{C}, \mathrm{~W}_{\mathrm{L}}}^{\mathrm{loop}}, \\
D_{\mathrm{C}, \mathrm{Z}_{\mathrm{L}}} & =\left[-\frac{\Sigma_{\mathrm{L}}^{Z Z}\left(M_{\mathrm{Z}}^{2}\right)}{M_{\mathrm{Z}}^{2}}+\mathrm{i} \frac{\Sigma^{Z \chi}\left(M_{\mathrm{Z}}^{2}\right)}{M_{\mathrm{Z}}}+\frac{\delta M_{\mathrm{Z}}}{M_{\mathrm{Z}}}+\frac{1}{2} \delta Z_{\mathrm{ZZ}}\right]_{\mu_{\mathrm{UV}}=\mu_{1}}+D_{\mathrm{C}, \mathrm{Z}_{\mathrm{L}}}^{\mathrm{loop}} \tag{5.58}
\end{align*}
$$

## Sample results

As an example we give the results for $D_{\mathrm{C}}$ for left-handed up quarks and leptons, which would be necessary to calculate the process (5.16) [48]:

$$
\begin{align*}
& D_{\mathrm{C}}^{\mathrm{u}_{\mathrm{L}}}=\frac{\alpha}{4 \pi}\left(\left(I_{\mathrm{u}_{\mathrm{L}}}^{\mathrm{Z}}\right)^{2} D_{\mathrm{Z}}+\frac{1}{2 s_{\mathrm{w}}^{2}} D_{\mathrm{W}}+Q_{\mathrm{u}}^{2} D_{\gamma}\right), \\
& D_{\mathrm{C}}^{\mathrm{e}_{\mathrm{L}}}=\frac{\alpha}{4 \pi}\left(\left(I_{\mathrm{e}_{\mathrm{L}}}^{Z}\right)^{2} D_{\mathrm{Z}}+\frac{1}{2 s_{\mathrm{w}}^{2}} D_{\mathrm{W}}+Q_{\mathrm{e}}^{2} D_{\gamma}\right), \tag{5.59}
\end{align*}
$$

with the auxiliary functions

$$
\begin{align*}
D_{\mathrm{W} / \mathrm{Z}} & =2 \log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n} \cdot p}{\mu_{1}}-\frac{1}{2} \log ^{2} \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}-\frac{3}{2} \log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}-\frac{\pi^{2}}{2}+\frac{9}{4}, \\
D_{\gamma} & =-\frac{c_{\varepsilon}}{\varepsilon^{2}}-\frac{c_{\varepsilon}}{\varepsilon}\left(\frac{3}{2}-\frac{1}{2} \log \frac{\bar{n} \cdot p}{\mu_{\mathrm{IR}}}\right)+2 \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n} \cdot p}{\mu_{\mathrm{l}}}-\frac{1}{2} \log ^{2} \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}}-\frac{3}{2} \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}}, \tag{5.60}
\end{align*}
$$

which occur for all fermion species. Note that the normalisation factor

$$
\begin{equation*}
c_{\varepsilon} \equiv \Gamma(1+\varepsilon)(4 \pi)^{\varepsilon}, \tag{5.61}
\end{equation*}
$$

which is absorbed into the standard divergence following the conventions of Refs. [57,126] leads to differences in the $\pi^{2}$-terms, which is why in Ref. [48] the term $-\pi^{2} / 2$ in $D_{\mathrm{W} / \mathrm{Z}}$ is replaced by $-5 \pi^{2} / 12$. This corresponds to the replacement

$$
\begin{equation*}
c_{\varepsilon} \rightarrow c_{\varepsilon}^{\prime}=\mathrm{e}^{-\gamma_{\mathrm{E}} \varepsilon}(4 \pi)^{\varepsilon}, \tag{5.62}
\end{equation*}
$$

with $\gamma_{\mathrm{E}}$ denoting the Euler-Mascheroni constant. ${ }^{6}$
For each external up quark and electron the matrix element picks up a factor of $D_{\mathrm{C}}^{\mathrm{u}_{\mathrm{L}}} / D_{\mathrm{C}}^{\mathrm{e}_{\mathrm{L}}}$ respectively. With the choice (5.54) the two-particle contributions yield

$$
\begin{equation*}
\left.D_{\mathrm{S}}=\frac{\alpha}{2 \pi} \log c_{\mathrm{w}}^{2}\left(\left(I_{\mathrm{e}_{\mathrm{L}}}^{\mathrm{Z}}\right)^{2}+\left(I_{\mathrm{u}_{\mathrm{L}}}^{\mathrm{Z}}\right)^{2}\right) \mathrm{L}_{s}+2 I_{\mathrm{e}_{\mathrm{L}}}^{\mathrm{Z}} I_{\mathrm{u}_{\mathrm{L}}}^{\mathrm{Z}}\left(\mathrm{~L}_{t}-\mathrm{L}_{u}\right)\right) \mathbb{1}, \tag{5.63}
\end{equation*}
$$

such that the total low-scale corrections for this process read

$$
\begin{equation*}
\delta \mathcal{M}=\left(2 D_{\mathrm{C}}^{\mathrm{e}}+2 D_{\mathrm{C}}^{\mathrm{u}}+\frac{\alpha}{2 \pi} \log c_{\mathrm{w}}^{2}\left(\left(I_{\mathrm{e}_{\mathrm{L}}}^{\mathrm{Z}}\right)^{2}+\left(I_{\mathrm{u}_{\mathrm{L}}}^{\mathrm{Z}}\right)^{2}\right) \mathrm{L}_{s}+2 I_{\mathrm{e}_{\mathrm{L}}}^{\mathrm{Z}} \mathrm{u}_{\mathrm{u}_{\mathrm{L}}}^{\mathrm{Z}}\left(\mathrm{~L}_{t}-\mathrm{L}_{u}\right)\right) \mathcal{M} \tag{5.64}
\end{equation*}
$$

[^13]with $\mathrm{L}_{s / t / u}$ defined in (5.49).

### 5.2.6. Mixing at the low scale

In the operator basis we employ, there is one-to-one correspondence of fields in the physical basis at the low scale and fields in the symmetric basis at the high scale for all fermions and also for the $\mathrm{W}^{ \pm}$bosons. For processes with external photons, Z bosons, or Higgs bosons this not true. A mixing transformation has to be introduced, which we discuss in this section.

## $\gamma /$ Z-mixing

If we want to compute a process involving a photon or Z boson, the anomalous dimension and high-scale matching are conveniently expressed in terms of processes involving $W^{3}$ and $B$ bosons. For these processes all aforementioned steps can be applied using the formulae in the previous sections. However, the low-scale contributions $\boldsymbol{D}$ have to be calculated for mass eigenstates. One has to apply a forth-and-back transformation:

- Before (5.14) can be applied, a matrix element associated with external photons or Z bosons has to be decomposed into subamplitudes containing the $\mathrm{SU}(2)$ colour eigenstates $W^{3} / B$.
- The anomalous dimension, the running, and the high-scale matching are calculated in this basis. Each subamplitude obtains its own correction factor, which depends only on the colour.
- Finally, the subamplitudes are transformed back into mass eigenstates and the low-scale corrections are calculated. They depend both on the colour and the mass eigenstate.

Repeatedly applying the transformation

$$
\binom{A_{\mu}}{Z_{\mu}}=\left(\begin{array}{cc}
c_{\mathrm{w}} & -s_{\mathrm{w}}  \tag{5.65}\\
s_{\mathrm{w}} & c_{\mathrm{w}}
\end{array}\right)\binom{B_{\mu}}{W_{\mu}^{3}},
$$

one obtains for a matrix element involving $n_{\gamma}$ photons and $n_{\mathrm{Z}} \mathrm{Z}$ bosons

$$
\begin{align*}
\mathcal{M}^{n_{\gamma}} & =\sum_{n_{B}+n_{W}=n_{\gamma}}\left(-s_{\mathrm{w}}\right)^{n_{W}} c_{\mathrm{w}}^{n_{B}} \mathcal{M}^{n_{B} n_{W}}=\sum_{n_{B}+n_{W}=n_{\gamma}}\left(-s_{\mathrm{w}}\right)^{n_{W}} c_{\mathrm{w}}^{n_{B}} C^{n_{B} n_{W}}\left(\mu_{1}\right)\left\langle\mathcal{O}^{n_{B} n_{W}}\right\rangle \\
\mathcal{M}^{n_{\mathrm{Z}}} & =\sum_{n_{B}+n_{W}=n_{\mathrm{Z}}} s_{\mathrm{w}}^{n_{B}} c_{\mathrm{w}}^{n_{W}} \mathcal{M}^{n_{B} n_{W}}=\sum_{n_{W}=n_{\mathrm{Z}}} s_{\mathrm{w}}^{n_{B}} c_{\mathrm{w}}^{n_{W}} C^{n_{B} n_{W}}\left(\mu_{1}\right)\left\langle\mathcal{O}^{n_{B} n_{W}}\right\rangle \tag{5.66}
\end{align*}
$$

respectively. Each contribution $\mathcal{M}^{n_{B} n_{W}}$ can now be treated completely separately. In particular, there is no cross talk between the different $\mathcal{M}^{n_{B} n_{W}}$ due to the soft anomalous dimension and soft matching, the respective matrices are block diagonal.

If both photons and and Z bosons are present, the above transformations are applied successively, leading to

$$
\begin{equation*}
\mathcal{M}^{n_{\gamma} n_{\mathrm{Z}}}=\sum_{n_{W}^{(\gamma)}+n_{B}^{(\gamma)}=n_{\gamma}} \sum_{n_{W}^{(Z)}+n_{B}^{(Z)}=n_{\mathrm{Z}}}\left(-s_{\mathrm{W}}\right)^{n_{W}^{(\gamma)}} c_{\mathrm{W}}^{n_{B}^{(\gamma)}} s_{\mathrm{W}}^{s_{B}^{(Z)}} c_{\mathrm{W}}^{n_{W}^{(\mathrm{Z})}} \mathcal{M}^{n_{W}^{(\gamma)} n_{B}^{(\gamma)} n_{B}^{(Z)} n_{W}^{(\mathrm{Z})}} \tag{5.67}
\end{equation*}
$$

The one-particle low-scale $\operatorname{SCET}_{\text {EW }}$ corrections depend both on the $\mathrm{SU}(2)$ colour, which is determined by the $W^{3} / B$-field in the operator, and on the external mass, which is determined by the external momentum [48]. This leads to the following expression for the one-particle low-scale corrections associated with the photons and Z bosons:

$$
\begin{equation*}
\delta \mathcal{M}^{n_{W}^{(\gamma)}} n_{B}^{(\gamma)} n_{B}^{(Z)} n_{W}^{(Z)}=\left(n_{W}^{(\mathrm{Z})} D_{\mathrm{C}}^{W^{3} \rightarrow Z}+n_{W}^{(\gamma)} D_{\mathrm{C}}^{W^{3} \rightarrow \gamma}+n_{B}^{(\mathrm{Z})} D_{\mathrm{C}}^{B \rightarrow Z}+n_{B}^{(\gamma)} D_{\mathrm{C}}^{B \rightarrow \gamma}\right) \mathcal{M}^{n_{W}^{(\gamma)} n_{B}^{(\gamma)} n_{B}^{(Z)} n_{W}^{(Z)}} \tag{5.68}
\end{equation*}
$$

with the various $D_{\mathrm{C}}$ factors collected in App. B.3.
The formula for the two-particle contributions in (5.53) can be applied in a straightforward manner on each subamplitude. Of course only the $W^{3}$-fields in each operator get transformed. Their $\operatorname{SU}(2)$ partners are the $W^{ \pm}$, therefore the corrections are written in terms of scattering amplitudes involving external $\mathrm{W}^{ \pm}$bosons.

Note that the above strategy is different from Ref. [19], where the mixing is taken into account by means of non-diagonal Casimir operators for the photon and the Z boson. While the two strategies are of course equivalent at any fixed order in perturbation theory, the resummation formula (5.14) can much easier be applied in the symmetric base because the collinear anomalous dimension $\gamma_{\mathrm{C}}(\mu)$ is a block of unit matrices and commutes with itself for different values of $\mu$ :

$$
\gamma_{\mathrm{C}}(\mu)=\left(\begin{array}{ccc}
\gamma_{\mathrm{C}}^{1}(\mu) \mathbb{1} & \ldots & 0  \tag{5.69}\\
\vdots & \ddots & \vdots \\
0 & \ldots & \gamma_{\mathrm{C}}^{n}(\mu) \mathbb{1}
\end{array}\right)
$$

Here $n$ denotes the number of processes in the symmetric basis. The exponentiation of the double logarithms can thus be performed for each subprocess individually.

## Z/Higgs-mixing

The same strategy is applied for processes involving Higgs bosons or longitudinal Z-boson modes. The latter are represented by the neutral would-be Goldstone boson $\chi$, which is the imaginary part of the lower component field of the Higgs doublet, $\phi_{2}$. The $\phi_{2}$ is an $I_{3}$ - and hypercharge eigenstate, and therefore the natural choice for the construction of operators in the SySM. The transformation law reads

$$
\binom{H}{\chi}=\left(\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}  \tag{5.70}\\
-\frac{i}{\sqrt{2}} & \frac{i}{\sqrt{2}}
\end{array}\right)\binom{\phi_{2}}{\phi_{2}^{*}} .
$$

Thus, a matrix element with $n_{H}$ Higgs bosons and $n_{\chi}$ longitudinally polarised Z bosons has the hypercharge-eigenstate decomposition

$$
\begin{align*}
& \mathcal{M}^{n_{H} n_{\chi}}= \\
& \sum_{n_{\phi_{2}}^{(H)}+n_{\phi_{2}^{*}}^{(H)}=n_{H}} \sum_{n_{\phi_{2}}^{(\chi)}+n_{\phi_{2}^{*}}^{(\chi)}=n_{\chi}}\left(\frac{1}{\sqrt{2}}\right)^{n_{\phi_{2}}^{(H)}}\left(\frac{1}{\sqrt{2}}\right)^{n_{\phi_{2}^{2}}^{(H)}}\left(\frac{\mathrm{i}}{\sqrt{2}}\right)^{n_{\phi_{2}}^{(\chi)}}\left(\frac{-\mathrm{i}}{\sqrt{2}}\right)^{n_{\phi_{2}^{2}}^{(\chi)}} \mathcal{M}^{n_{\phi_{2}}^{(H)} n_{\phi_{2}}^{(H)} n_{\phi_{2}}^{()_{n} n_{\phi_{2}}^{(\chi)}} .} . \tag{5.71}
\end{align*}
$$

The situation is simplified due to the fact that $\phi_{2}$ and $\phi_{2}^{*}$ do not receive different low-scale corrections. Thus each subamplitude receives the correction

$$
\begin{equation*}
\delta \mathcal{M}^{n_{\phi_{2}}^{(H)} n_{\phi_{2}^{*}}^{(H)} n_{\phi_{2}^{*}}^{(\gamma)} n_{\phi_{2}}^{(\chi)}}=\left(n_{H} D_{\mathrm{C}}^{\phi \rightarrow H}+n_{\chi} D_{\mathrm{C}}^{\phi \rightarrow \mathrm{Z}_{\mathrm{L}}}\right) \mathcal{M}^{n_{\phi_{2}}^{(H)} n_{\phi_{2}^{*}}^{(H)} n_{\phi_{2}^{*}}^{(\chi)} n_{\phi_{2}}^{(\chi)}} . \tag{5.72}
\end{equation*}
$$

## Coupling renormalisation constants

The last missing contribution needed to match the SCET $_{\text {EW }}$ matrix element against the one in the full theory is the contribution associated with the coupling-constant renormalisation. For the renormalisation of the coupling constants as well as the weak mixing angle we adopt the on-shell scheme by default. This is in contrast to the approach in Refs. [45, 47], in which a scheme with a running electromagnetic coupling is employed. The pros and cons are:

- The logarithmic corrections associated with the running are not resummed if the on-shell scheme is used. Strictly speaking, an RGE-improved result beyond LL accuracy is not possible in the on-shell scheme.
- Within the on-shell scheme the $G_{\mathrm{F}}$ input scheme can be employed in order to use the decay constant of the muon as an input value. This is one of the most precisely measured quantities in particle physics.

It is obvious that at future colliders one is going to define an input scheme, which avoids large logarithms. Although such schemes are already under consideration (see e.g. Refs. [198, 199]), we stick to the on-shell scheme if not stated otherwise. This implies that we use the form (3.117) for the integrated anomalous dimension. The logarithmically enhanced corrections are included perturbatively in this case. Because the matching is calculated in the SySM, we introduce renormalisation constants associated with the $\mathrm{U}(1)$ and $\mathrm{SU}(2)$ coupling constants. They can be related to the usual SM renormalisation constants in an elementary way,

$$
\begin{align*}
& g_{1}=\frac{e}{c_{\mathrm{w}}} \quad \rightarrow \quad \frac{\delta g_{1}}{g_{1}}=\frac{\delta e}{e}-\frac{\delta c_{\mathrm{w}}}{c_{\mathrm{w}}}, \\
& g_{2}=\frac{e}{s_{\mathrm{w}}} \quad \rightarrow \quad \frac{\delta g_{2}}{g_{2}}=\frac{\delta e}{e}-\frac{\delta s_{\mathrm{w}}}{s_{\mathrm{w}}}, \tag{5.73}
\end{align*}
$$

with $\delta s_{\mathrm{w}}$ and $\delta c_{\mathrm{w}}$ being the on-shell renormalisation constants associated with the sine and cosine of the weak mixing angle. In the following we divide the calculation into two separate contributions: The logarithmically enhanced corrections and the finite remainder. The coefficients for the logarithms are related to the UV poles and can therefore be obtained from the RGE. They arise because the UV scale identified with $\mu_{\mathrm{h}}$ is much larger than the EW scale. After the logarithmic part is split off, the finite part is simply obtained by setting $\mu_{\mathrm{UV}}=\mu_{\mathrm{I}}$ in the analytic expressions for the counterterms.

For some distributions we do study the influence of the running coupling, in which case the logarithmic part of $\delta_{\mathrm{PR}}$ has to be set to zero. In turn we switch the integrated anomalous dimension to the form (3.121).

## Logarithmic part

The coefficients of the logarithmically enhanced corrections can be determined from the $\beta$ function coefficients in Eq. (3.120) which are calculated from the self energies of the associated
gauge bosons according to

$$
\begin{align*}
& \beta_{0,1}=-\frac{1}{3} \sum_{\varphi=\phi^{1 / 2}, f_{\mathrm{L}}^{1 / 2}, f_{\mathrm{R}}} \frac{\eta_{\varphi} Y_{\varphi}^{2}}{4} \\
& \beta_{0,2}=\frac{11}{3} C_{\mathrm{A}}-\frac{1}{3} \sum_{\varphi=\Phi, f_{\mathrm{L}}} \frac{\eta_{\varphi}}{2} \tag{5.74}
\end{align*}
$$

with $\Phi$ denoting the Higgs doublet with components $\phi^{1 / 2}, f_{\mathrm{L}}$ all left-handed doublets with components $f_{\mathrm{L}}^{1 / 2}$, and the $f_{\mathrm{R}}$ the right-handed singlets. The $\eta$ factors read $\eta_{\Phi}=1$ and $\eta_{f_{\mathrm{L}}}=$ $\eta_{f_{\mathrm{R}}}=2$. Summation over the quark colours is implied.

Taking the renormalisation of the coupling constant and the weak mixing angle into account in a consistent way requires the decomposition of any SySM amplitude according to their respective power in the couplings. Using $\alpha_{i}=g_{i}^{2} /(4 \pi)$, any subamplitude $\mathcal{M}_{n_{1} n_{2}}$ proportional to $g_{1}^{n_{1}} g_{2}^{n_{2}}$ thus receives logarithmic corrections

$$
\begin{equation*}
\delta \mathcal{M}_{n_{1} n_{2}}^{\log }=\delta_{\mathrm{PR}, n_{1} n_{2}}^{\log } \mathcal{M}_{n_{1} n_{2}}=-\left(n_{1} \frac{\alpha_{1}}{4 \pi} \beta_{0}^{\mathrm{U}(1)}+n_{2} \frac{\alpha_{2}}{4 \pi} \beta_{0}^{\mathrm{SU}(2)}\right) \log \frac{\mu_{\mathrm{h}}^{2}}{\mu_{1}^{2}} \mathcal{M}_{n_{1} n_{2}} \tag{5.75}
\end{equation*}
$$

from the respective counterterm contributions. Both the finite part of the field-renormalisation constants (5.57) and the radiative corrections to the GBET (5.58) are calculated using the one-loop library Collier [126].

## Finite part

In addition, there are finite remainders

$$
\begin{equation*}
\delta \mathcal{M}_{n_{1} n_{2}}^{\mathrm{fin}}=\delta_{\mathrm{PR}, n_{1} n_{2}}^{\mathrm{fin}} \mathcal{M}_{n_{1} n_{2}}=\left.\left(\left(n_{1}+n_{2}\right) \frac{\delta e}{e}-n_{1} \frac{\delta c_{\mathrm{w}}}{c_{\mathrm{w}}}-n_{2} \frac{\delta s_{\mathrm{w}}}{s_{\mathrm{w}}}\right)\right|_{\mu_{\mathrm{UV}}=\mu_{1}} \mathcal{M}_{n_{1} n_{2}} \tag{5.76}
\end{equation*}
$$

These as well as the charge renormalisation constant $\delta e$ have to be calculated in the broken phase of the SM. Finally, the contribution $\delta_{\text {PR }}$ in (5.14) is obtained as the sum of the logarithmically enhanced and the finite corrections. For processes involving the top-quark Yukawa coupling or the quartic Higgs coupling at tree level, the respective coupling constants

$$
\begin{equation*}
g_{\mathrm{t}}=\frac{g_{2} m_{\mathrm{t}}}{\sqrt{2} M_{\mathrm{W}}}, \quad \lambda=\frac{g_{2}^{2} M_{\mathrm{H}}^{2}}{2 M_{\mathrm{W}}^{2}} \tag{5.77}
\end{equation*}
$$

have to be treated analogously. The respective $\beta$-functions are somewhat more involved because several different contributions have to be considered when renormalising the respective vertex. The one-loop results read [200]

$$
\begin{equation*}
\frac{\beta^{g_{\mathrm{t}}}}{g_{\mathrm{t}}}\left(g_{1}, g_{2}, g_{\mathrm{t}}\right)=-\frac{17}{12} \frac{\alpha_{1}}{4 \pi}-\frac{9}{4} \frac{\alpha_{2}}{4 \pi}+\frac{9}{2} \frac{g_{\mathrm{t}}^{2}}{16 \pi^{2}}+\mathcal{O}\left(g_{i}^{4}\right) \tag{5.78}
\end{equation*}
$$

for the top-quark Yukawa coupling and [201]

$$
\begin{align*}
\beta_{\lambda}\left(g_{1}, g_{2}, g_{\mathrm{t}}, \lambda\right)= & \frac{1}{4 \pi}\left(\frac{3}{4} \lambda^{2}+\frac{3}{2} g_{\mathrm{t}}^{2} \lambda-3 g_{\mathrm{t}}^{4}+\frac{9}{16} g_{2}^{4}+\frac{3}{8} g_{1}^{2} g_{2}^{2}+\frac{3}{16} g_{1}^{4}-\frac{9}{8} \lambda g_{2}^{2}-\frac{3}{8} \lambda g_{1}^{2}\right) \\
& +\mathcal{O}\left(g_{i}^{6}\right) \tag{5.79}
\end{align*}
$$

for the quartic scalar coupling. In analogy to (5.76) the respective finite contributions read

$$
\begin{equation*}
\delta \mathcal{M}_{n_{\mathrm{t}}}=\left.n_{\mathrm{t}}\left(\frac{\delta e}{e}+\frac{\delta m_{\mathrm{t}}}{m_{\mathrm{t}}}-\frac{\delta M_{\mathrm{W}}}{M_{\mathrm{W}}}-\frac{\delta s_{\mathrm{w}}}{s_{\mathrm{w}}}\right)\right|_{\mu_{\mathrm{UV}}=\mu_{\mathrm{l}}} \mathcal{M}_{n_{\mathrm{t}}} \tag{5.80}
\end{equation*}
$$

for the case of Yukawa coupling and

$$
\begin{equation*}
\delta \mathcal{M}_{n_{\lambda}}=\left.2 n_{\lambda}\left(\frac{\delta e}{e}+\frac{\delta m_{\mathrm{H}}}{m_{\mathrm{H}}}-\frac{\delta M_{\mathrm{W}}}{M_{\mathrm{W}}}-\frac{\delta s_{\mathrm{w}}}{s_{\mathrm{w}}}+\frac{e}{2 s_{\mathrm{w}}} \frac{\delta t}{M_{\mathrm{W}} M_{\mathrm{H}}^{2}}\right)\right|_{\mu_{\mathrm{UV}}=\mu_{1}} \mathcal{M}_{n_{\lambda}} \tag{5.81}
\end{equation*}
$$

in case of the Higgs self-interaction. However, we stress that both these and the Yukawa-coupling parts are not yet implemented in the code.

## Decay corrections

So far, we have discussed the contributions to the production process, that are treated with $\mathrm{SCET}_{\mathrm{EW}}$. The corrections to the full processes require also the NLO corrections to the decay of the bosons. They do not contain large logarithms, but have to be evaluated using the full mass dependence (at least as far as $M_{\mathrm{W} / \mathrm{Z} / \mathrm{H} / \mathrm{t}}$ are concerned). To this end we use a second instance of Recola1 that works within the SM. It is, however, not required to evaluate the decay processes at NLO for every phase-space point.

For a given set of momenta $\{p\}$ in the full (production and decay) process, the corrections to the squared matrix element read (remember that interference contributions are neglected, and we suppress the non-factorisable corrections for simplicity here)

$$
\begin{equation*}
\delta\left|\mathcal{M}_{\lambda}(\{p\})\right|^{2}=\delta\left|\mathcal{M}_{\lambda, \operatorname{prod}}(\{p\})\right|^{2}\left|\mathcal{M}_{\lambda, \mathrm{LO}, \operatorname{Dec}}(\{p\})\right|^{2}+\left|\mathcal{M}_{\lambda, \mathrm{LO}, \operatorname{prod}}(\{p\})\right|^{2} \delta\left|\mathcal{M}_{\lambda, \operatorname{Dec}}(\{p\})\right|^{2} . \tag{5.82}
\end{equation*}
$$

In the following, we argue that $\delta\left|\mathcal{M}_{\lambda, \operatorname{Dec}}(\{p\})\right|^{2}$ can be constructed using $\{p\}$-independent building blocks, which have to be evaluated at NLO and some $\{p\}$-dependent tree-level quantities. Writing the square of the decay matrix element of a boson of spin $\lambda$ into two massless fermions with helicities $s, s^{\prime}$ as

$$
\begin{equation*}
\left|\mathcal{M}_{\lambda}^{s s^{\prime}}\right|^{2}=\left|\mathcal{M}_{\lambda, \mathrm{LO}}^{s s^{\prime}}\right|^{2}\left(1+2 \delta_{\lambda}^{s s^{\prime}}+\mathcal{O}\left(\alpha^{2}\right)\right), \tag{5.83}
\end{equation*}
$$

we can use the following observations:

- The correction factor $\delta_{\lambda}^{s s^{\prime}}=\delta^{s s^{\prime}}$ does not depend on $\lambda$ because the polarisation definitions are ambiguous in the rest frame.
- Moreover, $\delta^{s s^{\prime}}$ does not depend on momenta and can be calculated in the rest frame of the boson once and for all.

While the first point is obvious, the second one requires justification. We demonstrate it by means of the Z-boson decay. Using the chiral projection operators (5.21), we can write the LO matrix element for the decay of a Z boson with momentum $k$ into two massless left-handed ( - ) or right-handed $(+)$ fermions with momenta $p$ and $q$ as

$$
\begin{equation*}
\mathcal{M}_{0}^{ \pm}=\bar{u}(p) \omega_{\mp} \phi(k)\left(g_{f}^{-} \omega_{-}+g_{f}^{+} \omega_{+}\right) \omega_{ \pm} v(q), \tag{5.84}
\end{equation*}
$$

with the left-handed and right-handed form factors $g_{f}^{-}$and $g_{f}^{+}$. At one-loop $g_{f}^{+}$and $g_{f}^{-}$receive different correction factors $\delta g_{f}^{+}$and $\delta g_{f}^{-}$. Using $\omega_{ \pm} \phi=\phi \omega_{\mp}$, we obtain for the ratio between the one-loop and tree-level matrix element:

$$
\begin{equation*}
\delta^{ \pm \mp}=\frac{\mathcal{M}_{1}^{ \pm}}{\mathcal{M}_{0}^{ \pm}}=\frac{\bar{u}(p) \notin(k) \omega_{ \pm}\left(\delta g_{f}^{-} \omega_{-}+\delta g_{f}^{+} \omega_{+}\right) \omega_{ \pm} v(q)}{\bar{u}(p) \notin(k) \omega_{ \pm}\left(g_{f}^{-} \omega_{-}+g_{f}^{+} \omega_{+}\right) \omega_{ \pm} v(q)}=\frac{\delta g_{f}^{ \pm}}{g_{f}^{ \pm}} . \tag{5.85}
\end{equation*}
$$

The last expression depends only on masses but not on any angles and can be calculated only once for each external spin configuration $s s^{\prime}= \pm \mp$. For massless fermions the other configurations do not contribute.

Using this, the $\delta\left|\mathcal{M}_{\lambda, \operatorname{Dec}}(\{p\})\right|^{2}$ in (5.82) are obtained as

$$
\begin{equation*}
\delta\left|\mathcal{M}_{\lambda, \operatorname{Dec}}(\{p\})\right|^{2}=\frac{\sum_{s s^{\prime}} 2 \delta^{s s^{\prime}}\left|\mathcal{M}_{\lambda, \mathrm{LO}}^{s s^{\prime}}(\{p\})\right|^{2}}{\sum_{s s^{\prime}}\left|\mathcal{M}_{\lambda, \mathrm{LO}}^{s)^{\prime}}(\{p\})\right|^{2}} \tag{5.86}
\end{equation*}
$$

and thus depend on the external momenta only via tree-level matrix elements. Therefore, we calculate $\delta^{s s^{\prime}}$ before starting the actual integration and simply add the second term in (5.82) with $\delta\left|\mathcal{M}_{\lambda, \text { Dec }}(\{p\})\right|^{2}$ obtained as above for each phase-space point.

On the one hand this saves computation time, there is, however, an even more important technical aspect: Recola1, which calculates the decay, and Recola2, which calculates the production matrix elements, share the same entity of the loop-integral library Collier. ColLIER on the other hand has to be initialised every time it is used by a new user. While it is reasonable to initialise COLLIER multiple times during before the actual phase-space integration, re-initialising it for every new momentum configuration is of course senseless.

### 5.3. Logarithm counting

In this section we describe the counting of large logarithms within SCET and fixed-order computations and specify which sets of terms we include in our calculations. It is important to be aware of the rather disparate conventions in the SCET and the fixed-order literature. An extensive discussion on different log-counting schemes in QCD and SCET can be found in Ref. [202].

## Which terms are present?

The occurring contributions in any SM scattering amplitude computed in fixed-order perturbation theory can schematically be arranged as [45]

$$
\mathcal{M}=\left(\begin{array}{ccccc}
1 & & & &  \tag{5.87}\\
\alpha \mathrm{~L}^{2} & \alpha \mathrm{~L} & \alpha & & \\
\alpha^{2} \mathrm{~L}^{4} & \alpha^{2} \mathrm{~L}^{3} & \alpha^{2} \mathrm{~L}^{2} & \alpha^{2} \mathrm{~L} & \alpha^{2} \\
\alpha^{3} \mathrm{~L}^{6} & \alpha^{3} \mathrm{~L}^{5} & \ldots & & \\
\vdots & & & &
\end{array}\right)
$$

with

$$
\begin{equation*}
\mathrm{L}=\log \left(\frac{s}{M_{\mathrm{W}}^{2}}\right) \tag{5.88}
\end{equation*}
$$

The notation in (5.87) implies that all entries are multiplied with some coefficients and added up. The first column of (5.87) is in fixed-order computations commonly referred to as the leading-logarithmic ( $L_{\mathrm{F}}$ ), the second one as the next-to-leading logarithmic ( $\mathrm{NLL}_{\mathrm{FO}}$ ), and the $n$th column as the $\mathrm{N}^{(n-1)} \mathrm{LL}_{\mathrm{FO}}$ contribution. Note further that within electroweak precision physics, using the notion of, for instance, NNLL does not necessarily imply that all terms in the second column in (5.87) are calculated. Instead the "two-loop corrections in NNLL" [21,51] refers specifically to the $\alpha^{2} \mathrm{~L}^{2}$ contribution. This is worth noting because both in the QCD and SCET literature the term NNLL usually implies that something is resummed.

When the SCET $_{\text {EW }}$ approach is applied, the scattering amplitude is obtained as an exponential. Because it can completely be decomposed into sum-over-pair contributions, the expansion for its logarithm is the same as the result for the Sudakov form factor obtained in Refs. [203-205]:

$$
\log \mathcal{M}=\left(\begin{array}{cccc}
\alpha \mathrm{L}^{2} & \alpha \mathrm{~L} & \alpha &  \tag{5.89}\\
\alpha^{2} \mathrm{~L}^{3} & \alpha^{2} \mathrm{~L}^{2} & \alpha^{2} \mathrm{~L}^{1} & \alpha^{2} \\
\alpha^{3} \mathrm{~L}^{4} & \alpha^{3} \mathrm{~L}^{3} & \cdots & \\
\vdots & & &
\end{array}\right)
$$

with the first column(s) again being defined as the $L_{\text {SCET }}, N L L_{S C E T}, \ldots, \mathrm{~N}^{(n-1)} \operatorname{LL}_{\text {SCET }}$ contribution. These two log-counting schemes differ by subleading contributions: Exponentiating the first column of (5.89) does not only reproduce the first column of (5.87) but additional subleading terms that are related to the running coupling constants $\alpha_{1}, \alpha_{2}$. This can be seen from the fact that without the running couplings the anomalous dimension depends linearly on $\log \mu$ to all orders in $\alpha$. After integrating over $\log \mu$ one is thus left with terms up to $\mathcal{O}\left(\mathrm{L}^{2}\right)$ and the only term in the first column of (5.89) is the $\alpha \mathrm{L}^{2}$-term, see (3.117). All terms below ( $\alpha^{2} \mathrm{~L}^{3}$, $\alpha^{3} \mathrm{~L}^{4}, \ldots$ ) are therefore related to the running couplings.

Furthermore, one should note that in order to fix precisely which terms to include at which order in the calculation, one needs to know the hierarchy between $\alpha$ and L. In Ref. [45] this is sketched for two cases: First, the case of $\alpha \mathrm{L}=\mathcal{O}(1)$ (LL regime) has been considered. This would require a full NLL SCET resummation including all running effects in order to have a useful perturbation series.

The second case is $\alpha \mathrm{L}^{2}=\mathcal{O}(1)$ (LL2 regime), which naively corresponds to

$$
\begin{equation*}
\sqrt{s} \approx 27 \mathrm{TeV} \tag{5.90}
\end{equation*}
$$

However, one has to have in mind that finite prefactors in front of $L$ can push this limit down to energy scales in the range of a few TeV . It is therefore to be expected that e.g. the CLIC collider accesses this regime. When $\alpha \mathrm{L}^{2}=\mathcal{O}(1)$, the terms in (5.87) and (5.89) are of the orders of magnitude

$$
\mathcal{M}=\left(\begin{array}{ccccc}
1 & & & &  \tag{5.91}\\
1 & \alpha^{1 / 2} & \alpha & & \\
1 & \alpha^{1 / 2} & \alpha & \alpha^{3 / 2} & \alpha^{2} \\
1 & & & \ldots & \\
\vdots & & & &
\end{array}\right), \quad \log \mathcal{M}=\left(\begin{array}{ccccc}
1 & \alpha^{1 / 2} & \alpha & & \\
\alpha^{1 / 2} & \alpha & \alpha^{3 / 2} & \alpha^{2} & \\
\alpha & \alpha^{3 / 2} & \alpha^{2} & \alpha^{5 / 2} & \alpha^{3} \\
\alpha^{2} & & \ldots & & \\
\vdots & & & &
\end{array}\right)
$$

respectively. Here, the first columns have to be resummed, while terms of $\mathcal{O}\left(\alpha^{1 / 2}\right), \mathcal{O}(\alpha)$ have to be included at least perturbatively. A resummation of the $\alpha^{1 / 2}$-terms may also be necessary to achieve high accuracy. Note also that these numbers are merely a vague order of magnitude (the actual corrections depend heavily on the finite prefactors such as $s_{\mathrm{w}}, 4 \pi$, the Casimir operators and more).

## Which terms do we include?

To investigate the impact of the respective grades of resummation we would like to define a LL resummation scheme, which includes the single-logarithmic terms ( $\mathcal{O}\left(\alpha^{1 / 2}\right)$ in the LL2 regime) perturbatively. This is ambiguous because it depends on whether these terms are included via (5.87) or (5.89). To make this difference more explicit, consider the exponentiated form of (5.89) without running coupling,

$$
\begin{equation*}
\mathcal{M}=\exp \left(\alpha \mathrm{L}^{2}+\alpha \mathrm{L}+\mathcal{O}\left(\alpha^{2}\right)\right)=\exp \left(\alpha \mathrm{L}^{2}\right) \exp \left(\alpha \mathrm{L}+\alpha+\mathcal{O}\left(\alpha^{2}\right)\right) \tag{5.92}
\end{equation*}
$$

Consistently expanding the whole expression in $\alpha$ reproduces the terms in (5.87) order by order. If, however, only the leading term shall be resummed, there are two possibilities to add the $\alpha \mathrm{L}$ and $\alpha$ terms:

- Expand the second factor on the r.h.s. above to $\mathcal{O}(\alpha)$ : This results in

$$
\begin{equation*}
\mathcal{M}_{\mathrm{NLL}}^{\mathrm{FO}},=\exp \left(\alpha \mathrm{L}^{2}\right)(1+\alpha \mathrm{L}+\alpha) . \tag{5.93}
\end{equation*}
$$

- Set the second exponential to 1 and add the $\alpha \mathrm{L}$ and $\alpha$ terms in directly from (5.87):

$$
\begin{equation*}
\mathcal{M}_{\mathrm{LL}}=\exp \left(\alpha \mathrm{L}^{2}\right)+\alpha \mathrm{L}+\alpha . \tag{5.94}
\end{equation*}
$$

The difference between the two formulae is subleading [of $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{3}\right)$ ], but may still be sizeable. While (5.93) can be expected to describe the data better, (5.94) is directly related to the NLO
fixed-order result via exponentiating the respective one-loop leading logarithms. ${ }^{7}$ This is not always as trivial as it looks like: For processes with Z bosons or photons the one-loop leading logarithmic corrections induce mixing of different processes due to the non-diagonal Casimir operators [19]. Since (5.93) coincides with the first and second column of (5.87), we refer to it as $\mathrm{NLL}_{\mathrm{FO}}$.

We therefore investigate the following combinations of contributions:

$$
\begin{align*}
\mathrm{LL}+\mathrm{NLO} & =\exp \left(\alpha \mathrm{L}^{2}\right)+\alpha \mathrm{L}+\alpha, \\
\mathrm{LL}+\mathrm{NLO}+\mathrm{running} & =\exp \left(f_{0}^{\mathrm{EWSM}}\left(\alpha_{1}, \alpha_{2}\right)\right)+\alpha \mathrm{L}+\alpha, \\
\mathrm{NLL}_{\mathrm{FO}}+\mathrm{NLO} & =\exp \left(\alpha \mathrm{L}^{2}\right)(1+\alpha \mathrm{L})+\alpha, \\
\mathrm{NLL}+\mathrm{NLO} & =\exp \left(\alpha \mathrm{L}^{2}+\alpha \mathrm{L}\right)+\alpha, \tag{5.95}
\end{align*}
$$

with $f_{0}^{\text {EWSM }}\left(\alpha_{1}, \alpha_{2}\right)$ being defined in (3.121). The supplement " + NLO" refers to the one-loop order of matching. In the last line we also neglected the $\alpha^{2} \mathrm{~L}^{2}$-term associated with the twoloop anomalous dimension, which is rather involved due to the mixing of the several coupling constants of the SM. In addition its estimated impact is small $(<1 \%$ at $\sqrt{s}=4 \mathrm{TeV}[45])$.

### 5.4. Technical setup

In the previous section we described in detail the implementation of all ingredients of the $\mathrm{SCET}_{\text {EW }}$ computation. To obtain numerical predictions for collider observables, they have been integrated in the event generator MoCANLO. MoCANLO is an in-house multichannel MC integration program that can calculate NLO QCD+EW cross sections on the level of weighted events to (in principle) arbitrarily complicated SM processes. It features both off-shell and poleapproximated computations and has been used for the computation of full NLO corrections of VBS [206-209], t $\overline{\mathrm{t}} \mathrm{W}$ production [210], and tZj production [211].

The programs used for the different parts of the computation and their dependencies are collected in the flowchart Fig. 5.1. LHAPDF is of course only used if protons in the initialstate are considered. The most delicate issue from the interface point of view is the usage of Collier: It is used for the decay correction by Recola1, for the one-loop high-scale matching by Recola2, and finally explicitly by MoCaNLO to evaluate the loop-integrals in the lowscale matching matrix. It has to be assured that the Collier parameters such as the scale variables $\mu_{\mathrm{UV} / \mathrm{IR}}$ are set consistently, otherwise there are inconsistent numbers without any warning (Collier is not "thread-safe" in the sense that it is not designed to be run by more than one instance at a time.).

One should thus conclude that this approach requires some care, especially regarding the consistent use of Collier, but the given resources are exploited in an efficient manner.
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Figure 5.1.: Used software and dependencies in the setup

## 6. Results for the FCC-hh setup

### 6.1. Numerical input and setup

We use the SM input parameters

$$
\begin{align*}
& M_{\mathrm{W}}^{\mathrm{OS}}=80.385 \mathrm{GeV}, \quad \Gamma_{\mathrm{W}}^{\mathrm{OS}}=2.085 \mathrm{GeV}, \\
& M_{\mathrm{Z}}^{\mathrm{OS}}=91.1876 \mathrm{GeV} \text {, } \\
& M_{\mathrm{H}}=125 \mathrm{GeV} \text {, } \\
& \Gamma_{\mathrm{Z}}^{\mathrm{OS}}=2.4952 \mathrm{GeV} \text {, } \\
& \Gamma_{\mathrm{H}}=4.07 \cdot 10^{-3} \mathrm{GeV} \text {, } \\
& m_{\mathrm{t}}=173.21 \mathrm{GeV} \text {, } \\
& G_{\mathrm{F}}=1.166138 \cdot 10^{-5} \mathrm{GeV}^{-2} \text {. } \tag{6.1}
\end{align*}
$$

Note that the pole masses and widths, which are used as input parameters within the complexmass scheme, are related to the on-shell quantities via

$$
\begin{equation*}
M_{\mathrm{W} / \mathrm{Z}}^{\mathrm{pole}}=\frac{\left(M_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}}\right)^{2}}{\sqrt{\left(M_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}}\right)^{2}+\left(\Gamma_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}}\right)^{2}}}, \quad \Gamma_{\mathrm{W} / \mathrm{Z}}^{\mathrm{pole}}=\frac{M_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}} \Gamma_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}}}{\sqrt{\left(M_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}}\right)^{2}+\left(\Gamma_{\mathrm{W} / \mathrm{Z}}^{\mathrm{OS}}\right)^{2}}}, \tag{6.2}
\end{equation*}
$$

see (4.53). As we use the Fermi constant as an input parameter, the EW coupling constant $\alpha$ is a derived quantity and is expressed in terms of the input as follows:

$$
\begin{equation*}
\alpha=\frac{\sqrt{2} G_{\mathrm{F}} M_{\mathrm{W}}^{2}}{\pi}\left(1-\frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}\right) . \tag{6.3}
\end{equation*}
$$

For all diboson production processes we consider two different collider setups:

- FCC-hh setup: production in pp collisions with a centre-of-mass energy of 100 TeV .
- CLIC setup: production from an $\mathrm{e}^{+} \mathrm{e}^{-}$pair with a centre-of-mass energy of 3 TeV .

For all calculations in the FCC-hh setup, we use the NNPDF3.1QED PDF set [212] within the LHAPDF framework [213]. Within this PDF set the photon PDF is computed from the structure functions [214] obtained from deep-inelastic scattering data, according to the strategy presented in Ref. [215]. The QCD-related input parameters, i.e. the strong coupling constant, the number of flavours, and the factorisation scale read

$$
\begin{equation*}
\alpha_{\mathrm{s}}\left(M_{\mathrm{Z}}\right)=0.118, \quad N_{\mathrm{f}}=5, \quad \mu_{\mathrm{F}}=M_{\mathrm{W}}^{\text {pole }} . \tag{6.4}
\end{equation*}
$$

These values enter only in the PDFs. Throughout all calculations we neglect flavour-mixing effects, the CKM matrix is therefore set to unity. This allows us to directly sum production channels involving quarks of different generations via PDF merging. In the following we abbre-
viate the contributions from several partonic channels as

$$
\begin{equation*}
d \bar{d}+s \bar{s}+b \bar{b} \rightarrow d \bar{d}, \quad u \bar{d}+c \bar{s} \rightarrow u \bar{d}, \quad u \bar{u}+c \bar{c} \rightarrow u \bar{u} . \tag{6.5}
\end{equation*}
$$

Hence, when a d $\bar{d}$ contributions is mentioned, we actually mean the sum of all down-type quark channels.

## Event selection

We consider processes of the form

$$
\begin{equation*}
\mathrm{pp} \rightarrow V V^{\prime} \rightarrow 4 \ell, \tag{6.6}
\end{equation*}
$$

with $V, V^{\prime} \in\left\{\mathrm{W}^{ \pm}, \mathrm{Z}\right\}$. We define the fiducial phase space via the event-selection cuts

$$
\begin{equation*}
p_{\mathrm{T}, \ell}>20 \mathrm{GeV}, \quad\left|y_{\ell}\right|<2.5, \quad m_{\mathrm{inv}, \ell \ell^{\prime}}>10 \mathrm{GeV} \tag{6.7}
\end{equation*}
$$

with $\ell, \ell^{\prime}$ denoting all charged leptons. Note that no $p_{\mathrm{T}, \text { miss }}$ cut is applied in processes involving W bosons. In addition we imply the condition that the $\mu^{ \pm} / \mathrm{e}^{ \pm}$pairs are located around the Z resonance:

$$
\begin{equation*}
81 \mathrm{GeV}<M_{\mu^{+} \mu^{-}}<101 \mathrm{GeV}, \quad 81 \mathrm{GeV}<M_{\mathrm{e}^{+} \mathrm{e}^{-}}<101 \mathrm{GeV} \tag{6.8}
\end{equation*}
$$

which roughly corresponds to

$$
\begin{equation*}
M_{\mathrm{Z}}-5 \Gamma_{\mathrm{Z}} \lesssim M_{\mu^{-} \mu^{+}} \lesssim M_{\mathrm{Z}}+5 \Gamma_{\mathrm{Z}}, \quad M_{\mathrm{Z}}-5 \Gamma_{\mathrm{Z}} \lesssim M_{\mathrm{e}^{+} \mathrm{e}^{-}} \lesssim M_{\mathrm{Z}}+5 \Gamma_{\mathrm{Z}} . \tag{6.9}
\end{equation*}
$$

The Z resonance is thus contained in the fiducial phase space. This cut distinguishes the Z production signal from the respective photon production process with the identical final state. A tighter cut further improves the signal-to-background ratio, but on the other hand leads to less statistics.

Photons are recombined with leptons if

$$
\begin{equation*}
\Delta R_{\ell \gamma}=\sqrt{\left(y_{\ell}-y_{\gamma}\right)^{2}+\left(\Delta \phi_{\ell \gamma}\right)^{2}}<0.1 \tag{6.10}
\end{equation*}
$$

where $\Delta \phi_{\ell \gamma}$ denotes the azimuthal distance of the lepton and the photon and $y_{\ell}, y_{\gamma}$ their rapidities.

For the $\mathrm{SCET}_{\text {EW }}$ calculations, the condition

$$
\begin{equation*}
s, t, u>M_{\mathrm{W}}^{2} \tag{6.11}
\end{equation*}
$$

with $s, t, u$ being the usual Mandelstam variables in the partonic production process

$$
\begin{equation*}
q \bar{q} / \gamma \gamma \rightarrow V V^{\prime} \tag{6.12}
\end{equation*}
$$

is enforced by means of an additional technical cut: If $\mathrm{SCET}_{\mathrm{EW}}$ is applied, the event is discarded if (6.11) is not fulfilled. This effectively restricts the fiducial phase space, we define the high-
energy phase space (HEPS) to be:

$$
\begin{equation*}
\mathrm{d} \Pi_{\mathrm{HEPS}}=\mathrm{d} \Pi_{s, t, u>M_{\mathrm{w}}^{2}} . \tag{6.13}
\end{equation*}
$$

All differential and integrated quantities calculated within SCET $_{\text {EW }}$ are defined on the HEPS, while results evaluated in the Standard Model are computed on the full phase space.

## Assumptions on the experimental setup

In order to estimate the impact of our results on actual expected experimental outcomes, we assume an integrated luminosity of [15]

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}^{\mathrm{FCC}-\mathrm{hb}}=20 \mathrm{ab}^{-1} \tag{6.14}
\end{equation*}
$$

for the FCC-hh. Hence the number of expected events in a certain phase-space region is given by

$$
\begin{equation*}
N_{\mathrm{ev}}=\mathcal{L}_{\mathrm{int}} \cdot \sigma . \tag{6.15}
\end{equation*}
$$

For instance, requiring a number of $N_{\text {ev }}=100$ events in a bin implies a minimal cross section of $\sigma=5 \mathrm{ab}$ in the FCC-hh setup.

### 6.2. Processes under consideration

In this section we summarize some properties of the diboson processes under investigation. On this occasion we briefly discuss the status of their experimental and theoretical investigation. A more exhaustive overview over the progress of especially the calculation of EW radiative corrections can be found in Ref. [180].

### 6.2.1. $\mathrm{W}^{+} \mathrm{W}^{-}$production from fermions

W-boson pair production in pp collisions is predominantly mediated through partonic subprocesses of the type

$$
\begin{equation*}
q \bar{q} \rightarrow \mathrm{~W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-} \tag{6.16}
\end{equation*}
$$

and has been studied extensively in the past both in theory and experiment. The closely related leptonic production process,

$$
\begin{equation*}
\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}, \tag{6.17}
\end{equation*}
$$

was the first process used to directly test the non-Abelian couplings of the EW gauge bosons at LEP [77, 79, 80, 216]. Also a direct detection of longitudinally polarised W bosons was achieved [78]. Later the production cross section for (6.16) was measured to higher precision at the LHC [84, 90, 92, 217].

Decreasing experimental errors motivated the computation of higher-order corrections including both NNLO QCD and NLO EW contributions in the on-shell approximation [102, 218, 219] as well as including off-shell effects $[113,121]$ and matching to parton showers [125]. The combination of NNLO QCD and NLO EW corrections has been presented in Ref. [124].

The high-energy behaviour of the processes (6.16) and (6.17) has e.g. been investigated in Refs. [19, 220, 221] pointing out the large logarithmic corrections. A resummation of those by means of IR evolution equations has been presented in Refs. [21,51].

### 6.2.2. $\mathrm{W}^{+} \mathrm{W}^{-}$production from photons

Besides quarks and gluons also photons have a probability to be found in the proton and thus have to be included as possible initial-state particles. We thus consider the process

$$
\begin{equation*}
\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-} . \tag{6.18}
\end{equation*}
$$

While the first QCD corrections to this partonic process arise as two-loop corrections to the photon self energy, NLO EW corrections to $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-}$have first been calculated in Ref. [104]. Predictions for diboson production at a hypothetical photon-photon collider including EW radiative corrections have been presented in Refs. [108,109], and for the LHC in Refs. [111,117,222]. Because of its sensitivity to the quartic EW gauge couplings, it has also been studied intensively in the ATLAS $[82,87]$ and CMS experiments [ $89,90,94]$. These studies consider mainly elastic pp scattering.

Often the photonic production channel is treated as a higher-order correction, meaning that its tree-level value is treated as part of the NLO EW contributions to the pp cross section (see for instance Ref. [113]) because of the suppression due to the small photon PDFs. In the study of $\mathrm{W}^{+} \mathrm{W}^{-}$production the $\gamma$-induced channel has occasionally been promoted to an unsuppressed partonic channel though, see for instance Ref. [117]. Throughout this work we treat the photon channel like a different process. This is motivated by several facts:

- The Sudakov corrections are particularly large for this process since it involves four gauge bosons with numerically larger EW Casimir invariants,
- It is a VBS process: Since the leading EW logarithms depend only on the external particles, results obtained for $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-}$might hint at what is to be expected for more complicated scattering processes, such as $\mathrm{W}^{+} \mathrm{W}^{+}$scattering. In addition, this process has not yet been considered in the context of $\mathrm{SCET}_{\text {EW }}$ or IR evolution. We point out that especially the high-scale matching is much more involved than in the other diboson processes, making it particularly well-suited for an automated computation.
- In elastic pp scattering the process can actually be distinguished experimentally (classified as observed in 2020, see Ref. [87]) from the quark-induced channels: if the protons remain intact, the production of a colour-singlet final state such as two EW gauge bosons can only be mediated by colour-singlet exchange, the quark-induced production is therefore prohibited by colour conservation.
- The cross section of the production process $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-}$is constant in the high-energy limit, in contrast to the quark-initiated processes, which drop like $1 / s$. Therefore its relevance can be expected to grow for higher energies.

In Fig. 6.1 we show the differential distributions in the four-lepton invariant mass and the $\mathrm{e}^{-} \mu^{+}$ invariant mass for the $\gamma \gamma$-induced channel together with the sum of the $\bar{q} q$-induced ones.

The photon-induced process accounts for roughly one percent of the total hadronic cross section, which is dominated by the first bin. Even though the influence increases to $5-10 \%$ in


Figure 6.1.: Differential distributions in the four-lepton invariant mass and the $\mathrm{e}^{-} \mu^{+}$invariant mass for $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$, compared to the sum of all channels of $q \bar{q} / \bar{q} q \rightarrow \mathrm{e}^{-} \bar{\nu}_{\mathrm{e}} \mu^{+} \nu_{\mu}$. The bottom curves show the ratio of the two: $\delta_{\gamma \gamma}=\frac{\mathrm{d} \sigma^{\gamma \gamma} / \mathrm{d} \mathcal{O}}{\mathrm{d} \sigma^{\operatorname{Pp}} / \mathrm{d} \mathcal{O}}$.
the other bins, a strong enhancement in the high-energy tail does not show up. On the one hand this is an effect of the phase-space cuts: Because the photon-induced production is dominated by production along the beam axis (for a more detailed discussion of this point see Sec. 6.3.4), it is stronger affected by lepton- $p_{\mathrm{T}}$ cuts. On the other hand, in the high-energy limit non-doublyresonant production channels can become important, which have a more complicated high-energy behaviour: In Ref. [214] the $\gamma \gamma$-induced contributions to $\mathrm{W}^{+} \mathrm{W}^{-}$have been found to account for $35 \%$ relative to the quark-induced channels at a WW invariant mass of $\sim 3 \mathrm{TeV}$ at the LHC. But this has been calculated in the approximation of stable W bosons. This assumption is not quite valid for very high scattering energies as we see in Sec. 6.3.1.

### 6.2.3. $\mathrm{W}^{+} \mathrm{Z}$ production

Moreover we consider the process ${ }^{1}$

$$
\begin{equation*}
\mathrm{pp} \rightarrow \mathrm{~W}^{+} \mathrm{Z} \rightarrow \nu_{\mathrm{e}} \mathrm{e}^{+} \mu^{+} \mu^{-} \tag{6.19}
\end{equation*}
$$

The only partonic subprocesses have a $q \bar{q}^{\prime}$ pair in the initial state, predominantly $\bar{d} \bar{d}$. Despite its smaller cross section with respect to the other diboson processes, precise experimental analyses (a total error on the cross section of the order of a few percent) have been performed both with [86, 98] and without polarisation effects [83, 88, 93, 97].

On the theory side the radiative corrections of NLO QCD $[101,223]$ and in the following NNLO QCD [122] and NLO EW corrections $[112,116]$ have been calculated over the last decades.
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### 6.2.4. ZZ production

ZZ production at the LHC has been investigated within the ATLAS and CMS experiments [ $81,85,91,95]$, taking both the decay channel with four charged leptons and the $2 \ell 2 \nu$-decay channel into account. Throughout this work we focus on the process with four charged leptons in the final state:

$$
\begin{equation*}
\mathrm{pp} \rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-} . \tag{6.20}
\end{equation*}
$$

The NLO QCD corrections have been known for a long time [99, 100, 103, 224] and have been extended to NNLO accuracy during the last decade $[118,119,123]$. EW corrections in pole approximation have been calculated in Refs. [107, 112] and with off-shell effects in Refs. [114, $115,124]$. In Ref. [76] a matching of full EW corrections against parton-shower simulations has been published, which also includes a resummation of logarithmically enhanced EW corrections. One should, however, note that the naive exponentiation prescription

$$
\begin{equation*}
\mathcal{M}_{\text {Born }} \rightarrow \mathcal{M}_{\text {Born }} \times\left(\exp \left(\delta_{\text {sud }}^{\mathrm{EW}}\right)-1\right) \tag{6.21}
\end{equation*}
$$

with $\delta_{\text {sud }}^{\mathrm{EW}}$ denoting the relative virtual correction containing the Sudakov logarithms, which is used in Ref. [76], is valid only up to LL accuracy. Strictly speaking it requires the external states to be $\mathrm{SU}(2)$ eigenstates. Both the non-Abelian structure of the angular-dependent logarithms and the effects due to $\gamma / \mathrm{Z}$ mixing which arise already at LL, are only approximatively taken into account if (6.21) is applied.

It should, however, be pointed out that the error due to (6.21) is not expected to have a large impact on the presented phenomenological results. ${ }^{2}$

### 6.3. Validation

Before presenting the actual SCET $_{\text {EW }}$ results, we show some cross-checks related to the various different approximations and assumptions used within our framework, in particular:

- the DPA,
- the incoherent polarisation sum and the missing contributions involving mixed transverse/longitudinal polarisation configurations,
- the assumption that the bulk part of the EW corrections arises in the virtual corrections, and
- the validity of the $\mathrm{SCET}_{\text {EW }}$ assumption as well as the restriction of the $\mathrm{SCET}_{\mathrm{EW}}$ results to the HEPS as defined in eq. (6.13).
The following four subsections deal with one of the above bullet points each.
Because SCET $_{\text {EW }}$ requires all invariants to be much larger than the EW scale, we investigate especially the behaviour of the respective assumptions in regions of high four-lepton invariant masses, lepton transverse momenta, and dilepton invariant masses for leptons arising from different decays.
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### 6.3.1. Fiducial cross sections and DPA

The application of $\mathrm{SCET}_{\mathrm{EW}}$ relies on the factorization of a complicated process into a production and a decay part. The first validation step is thus to justify the application of the DPA. To this end, we calculate all considered processes both within the DPA and fully off shell. The quality of the approximation is estimated using the quantity

$$
\begin{equation*}
\Delta_{\mathrm{DPA}} \equiv 1-\frac{\mathrm{d} \sigma^{\mathrm{DPA}} / \mathrm{d} \mathcal{O}}{\mathrm{~d} \sigma^{\text {full }} / \mathrm{d} \mathcal{O}} . \tag{6.22}
\end{equation*}
$$

If the DPA works properly, $\Delta_{\mathrm{DPA}}$ is of the order of $\Gamma_{\mathrm{W} / \mathrm{Z}} / M_{\mathrm{W} / \mathrm{Z}}$, i.e. a few percent:

$$
\begin{equation*}
\frac{\Gamma_{\mathrm{W}}}{M_{\mathrm{W}}}=2.6 \%, \quad \frac{\Gamma_{\mathrm{Z}}}{M_{\mathrm{Z}}}=2.7 \% \tag{6.23}
\end{equation*}
$$

When the virtual corrections are computed, the respective relative corrections are defined as

$$
\begin{equation*}
\delta_{\mathrm{DPA} / \text { full }}^{\mathrm{virt}}=\frac{\mathrm{d} \sigma^{\text {virt,DPA/full }} / \mathrm{dO}}{\mathrm{~d} \sigma^{\text {born,DPA } / \text { full }} / \mathrm{dO}} \tag{6.24}
\end{equation*}
$$

Of course virtual corrections alone are not well-defined due to IR singularities. We define them via their IR-finite part:

$$
\begin{equation*}
\left.\mathrm{d} \sigma^{\mathrm{virt}} \equiv \mathrm{~d} \sigma^{\mathrm{virt}}\right|_{1 / \varepsilon_{\mathrm{IR}}^{2}=1 / \varepsilon_{\mathrm{IR}}=0, \mu_{\mathrm{IR}}=M_{\mathrm{W}}} \tag{6.25}
\end{equation*}
$$

The difference of the two quantities in (6.24),

$$
\begin{equation*}
\delta_{\text {full }}^{\text {virt }}-\delta_{\mathrm{DPA}}^{\text {virt }} \tag{6.26}
\end{equation*}
$$

is the error if virtual corrections computed in DPA are integrated into results with all other ingredients being calculated off shell. This happens by the replacement

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\text {virt,full }}}{\mathrm{d} \mathcal{O}} \rightarrow \frac{\mathrm{~d} \sigma^{\text {virt,DPA }}}{\mathrm{d} \mathcal{O}} \times \frac{\mathrm{d} \sigma^{\text {born, full }}}{\mathrm{d} \mathcal{O}}\left(\frac{\mathrm{~d} \sigma^{\text {born, DPA }}}{\mathrm{d} \mathcal{O}}\right)^{-1} \tag{6.27}
\end{equation*}
$$

We thus calculate and plot (6.22) and (6.26) for each process the following.

## ZZ production

For ZZ production we obtain the fiducial cross sections

$$
\begin{equation*}
\sigma_{\text {full }}=48.285(12) \mathrm{fb}, \quad \sigma_{\mathrm{DPA}}=47.54(6) \mathrm{fb}, \quad \Delta_{\mathrm{DPA}}=1.54(8) \% \tag{6.28}
\end{equation*}
$$

in DPA and fully off shell, respectively. All numbers in parentheses are MC-integration errors. The relative virtual corrections read

$$
\begin{equation*}
\delta_{\text {full }}^{\mathrm{virt}}=-3.381(7) \%, \quad \delta_{\mathrm{DPA}}^{\mathrm{virt}}=-3.16(3) \%, \quad \delta_{\text {full }}^{\mathrm{virt}}-\delta_{\mathrm{DPA}}^{\mathrm{virt}}=-0.22(3) \% \tag{6.29}
\end{equation*}
$$

Differential distributions in several kinematic variables are shown in Fig. 6.2. The deviations $\Delta_{\text {DPA }}$ and $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ show little variation over the distributions: While $\Delta_{\text {DPA }}$ fluctuates between


Figure 6.2.: Comparison between DPA and full off-shell calculation for $\mathrm{pp} \rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$: Differential distributions in the four-lepton invariant mass, the $\mathrm{e}^{-} \mu^{+}$invariant mass, the $\mathrm{e}^{-}$rapidity, and the $\mu^{+}$transverse momentum. The upper panels show the differential cross sections, the middle ones the deviations due to the DPA with $\Delta_{\text {DPA }}$ as defined in (6.22), while the lower ones show the relative virtual EW corrections.
$0 \%$ and $3 \%$ in all distributions, $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ grows slightly from $-0.2 \%$ in the bulk region towards the high-invariant-mass and high- $p_{\mathrm{T}}$ tails. In the particularly interesting tail regions, we find for $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ values of $\sim-1 \%$ in the high $-M_{\mathrm{e}^{-} \mu^{+}}$and the high- $p_{\mathrm{T}, \mu^{+}}$tail and $\sim-0.5 \%$ in the high- $M_{4 \ell}$ tail. The DPA works thus very well for this process, which is partly a result of the phase-space cuts (6.9).

## $\mathbf{W}^{+} \mathbf{Z}$ production

For the fiducial cross sections for $\mathrm{W}^{+} \mathrm{Z}$ production we obtain

$$
\begin{equation*}
\sigma_{\text {full }}=102.71(5) \mathrm{fb} \quad \sigma_{\mathrm{DPA}}=100.5(2) \mathrm{fb}, \quad \Delta_{\mathrm{DPA}}=2.2(2) \% \tag{6.30}
\end{equation*}
$$

and the relative virtual corrections

$$
\begin{equation*}
\delta_{\text {full }}^{\mathrm{virt}}=-1.313(6) \%, \quad \delta_{\mathrm{DPA}}^{\mathrm{virt}}=-1.19(3) \%, \quad \delta_{\text {full }}^{\mathrm{virt}}-\delta_{\mathrm{DPA}}^{\mathrm{virt}}=-0.12(3) \% \tag{6.31}
\end{equation*}
$$

The differential results for the DPA comparison in $\mathrm{W}^{+} \mathrm{Z}$ production are shown in Fig. 6.3. Compared to the ZZ case, we note a worse agreement of the Born cross sections in the tails: $\Delta_{\text {DPA }}$ grows up to $20 \%$ in the high-energy and invariant-mass tails. Even stronger deviations can be found the high- $p_{\mathrm{T}, \mathrm{e}^{+}}$tail (note that the positron is the decay product of the $\mathrm{W}^{+}$-boson!). Here the DPA cross section is not even close to the full result ( $\Delta_{\mathrm{DPA}}>50 \%$ !). This is because this region is dominated by contributions originating from diagrams depicted in Fig. 6.4: Although they are not doubly resonant, they are enhanced for high electron $p_{\mathrm{T}}$ because the electron recoils against two or three final-state particles. This mechanism is described in more detail in Ref. [113]. In the high-antimuon $-p_{\mathrm{T}}$ tail, the deviation is not so strongly enhanced, reaching values of around $10 \%$.

The values for $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ also grow toward higher energies, but are in some cases considerably smaller: In the high- $M_{4 \ell}$ and high- $M_{\mathrm{e}^{-} \mu^{+}}$tails they do not exceed $\sim 3 \%$ and in the high- $p_{\mathrm{T}, \mu^{+}}$ tail they are at the subpercent level. These values are in the order of magnitude one may expect for the accuracy of the DPA. Only in the high- $p_{\mathrm{T}, \mathrm{e}^{-}}$tail, the difference between the virtual corrections exceeds $20 \%$, rendering the DPA clearly a poor approximation in this region.

## $\mathbf{W}^{+} \mathbf{W}^{-}$production from quarks

For W-boson pair production we obtain the fiducial LO cross sections

$$
\begin{equation*}
\sigma_{\mathrm{full}}=2540(3) \mathrm{fb}, \quad \sigma_{\mathrm{DPA}}=2487(2) \mathrm{fb}, \quad \Delta_{\mathrm{DPA}}=2.09(15) \% \tag{6.32}
\end{equation*}
$$

and the relative corrections

$$
\begin{equation*}
\delta_{\text {full }}^{\mathrm{virt}}=-0.759(5) \%, \quad \delta_{\mathrm{DPA}}^{\mathrm{virt}}=-0.617(2) \%, \quad \delta_{\text {full }}^{\mathrm{virt}}-\delta_{\mathrm{DPA}}^{\mathrm{virt}}=-0.14(6) \% \tag{6.33}
\end{equation*}
$$

In the high-energy tails we can observe a similar behaviour as in the $\mathrm{W}^{+} \mathrm{Z}$ case: the diagrams drawn in the second row of Fig. 6.4 become large in the high- $p_{\mathrm{T}, \ell}$ tails in Fig. 6.5. In this case the effect is even stronger, leading to $\Delta_{\text {DPA }}$ values of up to $20 \%$ in the high $M_{\mathrm{e}^{-} \mu^{+-}}$tail, $>30 \%$ in the high- $M_{4 \ell}$ tail, and even $>60 \%$ in the high $-p_{\mathrm{T}, \ell}$ tails. In the latter distributions, $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ grows up to $\sim 50 \%$, intimating that in the high- $p_{\mathrm{T}, \ell}$-tail the DPA is not applicable anymore. Meanwhile, in the high $-M_{4 \ell}$ and high- $M_{\mathrm{e}^{-} \mu^{+}}$tails, the difference of the relative correction remains below $10 \%$. Including only the virtual corrections in DPA thus yields inaccurate,


Figure 6.3.: Comparison between DPA and full off-shell calculation for $\mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{Z} \rightarrow$ $\mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$: Differential distributions in the four-lepton invariant mass, the $\mathrm{e}^{+} \mu^{-}$ invariant mass, and the lepton $p_{\mathrm{T}}$ s. The plots are structured as in Fig. 6.2.



Figure 6.4.: Single-resonant diagrams that spoil the validity of the DPA in $\mathrm{W}^{+} \mathrm{Z}$ production (top) and $\mathrm{W}^{+} \mathrm{W}^{-}$production (bottom).
but still somewhat reasonable results. However, the large $\Delta_{\text {DPA }}$ indicate strong contributions of non-doubly resonant diagrams.

## $\mathbf{W}^{+} \mathbf{W}^{-}$production from photons

For photon-induced W-boson pair production we obtain the Born cross sections

$$
\begin{equation*}
\sigma_{\mathrm{full}}=27.33(2) \mathrm{fb} \quad \sigma_{\mathrm{DPA}}=27.200(16) \mathrm{fb}, \quad \Delta_{\mathrm{DPA}}=0.47(8) \% \tag{6.34}
\end{equation*}
$$

and the relative corrections

$$
\begin{equation*}
\delta_{\text {full }}^{\mathrm{virt}}=6.037(12) \%, \quad \delta_{\mathrm{DPA}}^{\mathrm{virt}}=5.745(11) \%, \quad \delta_{\text {full }}^{\mathrm{virt}}-\delta_{\mathrm{DPA}}^{\mathrm{virt}}=-0.219(16) \% . \tag{6.35}
\end{equation*}
$$

Differential distributions in the electron $p_{\mathrm{T}}$ for the respective photon-induced channel can be found in Fig. 6.6. In the high- $p_{\mathrm{T}, \mathrm{e}^{-}}$tail of the distributions, a similar behaviour as in the quarkinduced case can be observed. The deviations are, however, not as strong as in the quark-induced case, which can explained by the fact that there are no single-resonant $s$-channel topologies for this process. $\Delta_{\text {DPA }}$ still reaches almost $40 \%$, while $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ remains below $30 \%$. In the high$M_{4 \ell}$ and high- $M_{\mathrm{e}^{-} \mu^{+}}$tails one has a $\Delta_{\mathrm{DPA}}$ of about $10 \%$. The difference between the virtual corrections in DPA and full off-shell is about $1 \%$ up to $M_{4 \ell} \approx 8 \mathrm{TeV}$, while ranging between $5 \%$ and $10 \%$ in the high- $M_{\mathrm{e}^{-} \mu^{+}}$tail.

### 6.3.2. Polarised leading-order results

In this section we provide some results connected to the polarisation of virtual gauge bosons. As outlined in the previous sections, we have to calculate the transverse and longitudinally polarised contribution separately because they obey different matching conditions and their RG running


Figure 6.5.: Comparison between DPA and full off-shell calculation for $\mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$: Differential distributions in the four-lepton invariant mass, the $\mathrm{e}^{-} \mu^{+}$ invariant mass, and the lepton $p_{\mathrm{T}}$. The plots are structured as in Fig. 6.2.


Figure 6.6.: Comparison between DPA and full off-shell calculation for $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$: Differential distributions in the electron $p_{\mathrm{T}}$, the four-lepton invariant mass, the antimuon rapidity, and the $\mathrm{e}^{-} \mu^{+}$invariant mass. The plots are structured as in Fig. 6.2.
is different. As argued in Sec. 4.2.1, we choose the polarisation vectors of the virtual vector bosons to be defined in the partonic centre-of-mass system.

In Figs. 6.7, 6.8, 6.9, and 6.10 we show several differential distributions for $\bar{d} d+d \bar{d} \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}, \mathrm{u} \overline{\mathrm{d}} \rightarrow \mathrm{W}^{+} \mathrm{Z} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}, \mathrm{u} \overline{\mathrm{u}} \rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$, and $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$. All plots are organised as follows:

- The upper panels contain the polarised differential cross sections.
- The middle panels show the curves for the quantity

$$
\begin{equation*}
\Delta_{\mathrm{pol}}=1-\frac{\mathrm{d} \sigma_{\mathrm{TT}}+\mathrm{d} \sigma_{\mathrm{LL}}}{\mathrm{~d} \sigma_{\mathrm{UU}}^{\mathrm{DPA}}} \tag{6.36}
\end{equation*}
$$

which estimates the error we make by neglecting the mixed polarisation contributions ${ }^{3}$ as well as the interference terms. Here and in the following UU denotes the unpolarised cross section, while T and L denote transversely polarised cross sections. The interference terms are computed via

$$
\begin{equation*}
\Delta_{\mathrm{int}}=1-\frac{\sum_{\lambda \lambda^{\prime}=\mathrm{T}, \mathrm{~L}} \mathrm{~d} \sigma_{\lambda \lambda^{\prime}}}{\mathrm{d} \sigma_{\mathrm{UU}}} \tag{6.37}
\end{equation*}
$$

and are shown in green, while $\Delta_{\text {pol }}$ is displayed in red. The contributions of mixed polarisation configurations alone are thus obtained from the differences between the red and the green curves.

- The lower panels show the ratios $\delta_{\lambda \lambda^{\prime}}=\mathrm{d} \sigma_{\lambda \lambda^{\prime}} / \mathrm{d} \sigma_{U U}$ of a single polarisation configuration with respect to the unpolarised result. Because the doubly-transverse polarisations often account for almost $100 \%$, we plot $1-\delta_{\mathrm{TT}}$ instead of $\delta_{\mathrm{TT}}$.

In the muon-rapidity distribution in $\mathrm{W}^{+} \mathrm{W}^{-}$production (upper left plot in Fig. 6.7), it can be seen that $\Delta_{\text {pol }}$ is slightly below $20 \%$ in the forward and backward region and slightly above $20 \%$ in the central region. The error on the integrated cross section is hence to be estimated in this order of magnitude. Since $\Delta_{\text {int }}$ is only at the level of few percent, the bulk contribution of $\Delta_{\text {pol }}$ value originates from the mixed polarisations. In the $p_{\mathrm{T}}$ and invariant-mass distributions, it can be seen that these deviations contribute only in the first bins ( $p_{\mathrm{T}}<500 \mathrm{GeV}, M_{\mathrm{e}^{-} \mu^{+}}<750 \mathrm{GeV}$, $M_{4 \ell}<1000 \mathrm{GeV}$ ). For larger energy scales the curves for $\Delta_{\text {pol }}$ and $\Delta_{\text {int }}$ coincide, implying that the interference contributions dominate the error on the polarisation sum. Their magnitude fluctuates in the range between $-0.5 \%$ and $+1 \%$ in all tails.

For the other processes we show distributions in the four-lepton invariant mass and the electron $p_{\mathrm{T}}$. The influence of the various contributions on the integrated level can be read off from the values of the curves in the first bins of the $p_{\mathrm{T}}$ distributions, as the cross section in the second bin is already smaller by at least one order of magnitude in all cases.

The picture for $\mathrm{W}^{+} \mathrm{Z}$ production is shown in Fig. 6.8. The antimuon rapidity distribution shows a $20 \%$ contribution from mixed-polarisation and a few percent contribution from interference terms. In the energy-like distributions ( $p_{\mathrm{T}, \mathrm{e}^{+}}$and $M_{4 \ell}$ ) it can be seen that the mixed
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Figure 6.7.: Transversely (T), longitudinally (L) and unpolarised (U) polarised differential cross sections for $\mathrm{d} \overline{\mathrm{d}} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$in the antimuon rapidity, the electron $p_{\mathrm{T}}$, the four-lepton invariant mass, and the $\mathrm{e}^{-} \mu^{+}$invariant mass. The quantities $\Delta_{\text {pol/int }}$ are defined in (6.36) and (6.37), respectively. Note that both the difference between transverse and unpolarised and between TL and LT is not perceptible.


Figure 6.8.: Transversely (T), longitudinally (L) and unpolarised (U) polarised differential cross sections in the four-lepton invariant mass and the electron $p_{\mathrm{T}}$ for $\mathrm{u} \overline{\mathrm{d}} \rightarrow$ $\mathrm{W}^{+} \mathrm{Z} \rightarrow \mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$. The quantities $\Delta_{\mathrm{pol} / \mathrm{int}}$ are defined in (6.36) and (6.37), respectively.


Figure 6.9.: Transversely (T), longitudinally (L) and unpolarised (U) polarised differential cross sections in the four-lepton invariant mass and the electron $p_{\mathrm{T}}$ for $u \overline{\mathrm{u}} \rightarrow \mathrm{ZZ} \rightarrow$ $\mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$. The quantities $\Delta_{\mathrm{pol} / \mathrm{int}}$ are defined in (6.36) and (6.37), respectively.


Figure 6.10.: Transversely (T), longitudinally (L) and unpolarised (U) polarised differential cross sections in the four-lepton invariant mass and the electron $p_{\mathrm{T}}$ for $\gamma \gamma \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$. The quantities $\Delta_{\text {pol } / \text { int }}$ are defined in (6.36) and (6.37), respectively.
polarisations fall off rapidly towards the tails (note the different plot ranges between Figs. 6.7, 6.8.)

In the ZZ case (Fig. 6.9), $\Delta_{\text {pol }}$ amounts to almost $30 \%$ of the integrated cross section, but drops fast and fluctuates at the percent level for $M_{4 \ell} \gtrsim 1 \mathrm{TeV} p_{\mathrm{T}, \mathrm{e}^{-}} \gtrsim 500 \mathrm{GeV}$. From the green curve and its difference with the red one, it can again be seen that the bulk of the contribution to the integrated cross section arises from the neglected polarisation states and the fluctuations in the tails arise mainly from the interference terms. In Fig. 6.10, finally, we show the $M_{4 \ell}$ and $p_{\mathrm{T}, \mathrm{e}^{-}}$distributions for photon-induced W -boson pair production. On the integrated cross section, which is again well approximated by the first bin of the $p_{\mathrm{T}}$ distribution, the interference contributions account for $-1 \%$ and the mixed-polarisation contributions for $+8 \%$. Again, as in the previous cases, the difference between the curves decreases rapidly, indicating the power suppression of the mixed contributions. In both tails of the presented distributions the difference between the unpolarised and the coherently summed result fluctuates at the level of few percent, which may thus be deduced as an order of magnitude for the interference contributions.

In the following we also discuss the influence of the interference terms among purely transverse polarisation states since we also neglect these in the $\mathrm{SCET}_{\mathrm{EW}}$ calculation for simplicity. In Figs. 6.11 and 6.12 we present results differential in the antimuon transverse momentum and the four-lepton invariant mass in two partonic processes, $u \bar{u} \rightarrow Z_{T} Z_{T} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$and $u \bar{d} \rightarrow$ $\mathrm{W}_{\mathrm{T}}^{+} \mathrm{Z}_{\mathrm{T}} \rightarrow \mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$, respectively. Note that within these plots $\Delta_{\text {int }}$ is redefined with respect to (6.37):

$$
\begin{equation*}
\Delta_{\mathrm{int}}=1-\frac{\sum_{\lambda \lambda^{\prime}=+,-} \mathrm{d} \sigma_{\lambda \lambda^{\prime}}}{\mathrm{d} \sigma_{\mathrm{TT}}} . \tag{6.38}
\end{equation*}
$$




Figure 6.11.: Polarised differential cross sections in the antimuon rapidity and the four-lepton invariant mass for $\mathrm{u} \overline{\mathrm{u}} \rightarrow \mathrm{Z}_{\mathrm{T}} \mathrm{Z}_{\mathrm{T}} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$, broken down to the individual left-handed $(+)$ and right-handed $(-)$ polarisation states. The curves for ++ and -- are often not to distinguish.



Figure 6.12.: Polarised differential cross sections in the antimuon rapidity and the four-lepton invariant mass for $u \bar{d} \rightarrow \mathrm{~W}_{\mathrm{T}}^{+} \mathrm{Z}_{\mathrm{T}} \rightarrow \mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$, broken down to the individual left-handed (+) and right-handed (-) polarisation states.

In ZZ production (Fig. 6.11), $\Delta_{\text {int }}$ accounts for $3 \%$ for moderate energies and also decreases in the high- $M_{4 \ell}$ tail, reaching subpercent accuracy from $M_{4 \ell} \approx 1.5 \mathrm{TeV}$. The ++ and -- configurations are strongly suppressed, while the +- and -+ configurations contribute roughly equally in the $M_{4 \ell}$ distribution. The antimuon-rapidity distribution shows that the +- configuration contributes predominantly in the forward direction, while the -+ configuration dominates in the backward region.

In the $\mathrm{W}^{+} \mathrm{Z}$ (Fig. 6.12) case, we can see that the contribution of the interference contribution is about $1.5 \%$ in the region of $M_{4 \ell}<500 \mathrm{GeV}$, and that it is approximately constant over the antimuon rapidity. In the high-invariant-mass tail the interference contributions among the transverse polarisation quickly drop to $\sim 0.1 \%$. The role of the individual polarisation configurations is similar as in the ZZ case. The curves of the +- and -+ configurations show an asymmetric behaviour owing to the mass differences of the W and Z bosons. In the $M_{4 \ell}$ distribution it can be seen that the -+ configuration contributes to $\sim 60 \%$ and the -+ configuration to about $\sim 40 \%$ of the cross section.

All in all, the plots show that the impact of interference among transversely polarised states on the integrated level is smaller compared to the interference of transversely and longitudinally polarised states: In the ZZ case the contribution to the cross section is about $2.5 \%$, while for $\mathrm{W}^{+} \mathrm{Z}$ it is only $0.3 \%$

We can thus conclude that we can safely neglect all mixed-polarisation and interference contributions in the phase space regions where we expect $\mathrm{SCET}_{\mathrm{EW}}$ to work: As expected, the influence of the mixed polarisation states can safely be neglected in all energy-like tails and the interference contributions fluctuate at the level of few percent.

As a final remark, we can see from Figs. 6.7, 6.8, 6.9, and 6.10 that the unpolarised results are dominated by the transverse contributions in the high-energy limit in most cases. While for $\mathrm{W}^{+} \mathrm{Z}$ the longitudinal contributions reach a fraction of $5 \%-10 \%$ of the unpolarised differential cross section in the high- $M_{4 \ell}$ tail, for all other processes their contribution is below $1 \%$. The longitudinal polarisation states seem to be enhanced in regions of high lepton $p_{\mathrm{T}}$ leading to a fraction of more than $20 \%$ of the unpolarised cross sections for $\mathrm{W}^{+} \mathrm{Z}$ production. In the $p_{\mathrm{T}, \mathrm{e}^{+}}$ case this phase-space region is, however, dominated by single-resonant effects, see Fig. 6.3.

### 6.3.3. Real and virtual corrections

The $\mathrm{SCET}_{\text {EW }}$ method resums only logarithmic corrections of virtual origin. Of course, any physical observable calculated on NLO has to include both real and virtual contributions. If a local subtraction scheme is applied, there are also integrated subtraction terms to include, which in the case of the Catani-Seymour subtraction method are called the integrated dipoles. Here we review some properties of the fixed-order NLO corrections to the processes we consider. As usual, we define the relative NLO correction according to

$$
\begin{equation*}
\delta^{\mathrm{EW}}=\frac{\mathrm{d} \sigma^{\mathrm{NLO}, \mathrm{EW}}}{\mathrm{~d} \sigma^{\mathrm{LO}}}=\frac{\mathrm{d} \sigma^{\text {virt }}+\mathrm{d} \sigma^{\text {real }}+\mathrm{d} \sigma^{\text {idip }}}{\mathrm{d} \sigma^{\mathrm{LO}}} \equiv \delta^{\text {virt }}+\delta^{\text {real }}+\delta^{\mathrm{idip}} . \tag{6.39}
\end{equation*}
$$

where we have split up the NLO correction into three contributions from the virtual (virt), real, and integrated dipole (idip) part. Again, the distinction between idip and virtual corrections is actually not unambiguous since both contain IR poles. The quantities are defined in analogy to


Figure 6.13.: Real, virtual, and integrated dipole (idip) NLO EW corrections for pp $\rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$differential in the four-lepton invariant mass and the antimuon $p_{\mathrm{T}}$. Note that the real and idip corrections are normalised by the full off-shell LO cross section, while the virtual corrections are computed in the DPA. The definition of $\delta^{\mathrm{EW}}$ is given in (6.39). To obtain the red curves in the upper panels the rescaling (6.27) is applied for the virtuals.
(6.25):

$$
\begin{equation*}
\left.\mathrm{d} \sigma^{\mathrm{virt}} \equiv \mathrm{~d} \sigma^{\mathrm{virt}}\right|_{1 / \varepsilon_{\mathrm{R}}^{2}=1 / \varepsilon_{\mathrm{IR}}=0, \mu_{\mathrm{IR}}=M_{\mathrm{W}}},\left.\quad \mathrm{~d} \sigma^{\mathrm{idip}} \equiv \mathrm{~d} \sigma^{\mathrm{idip}}\right|_{1 / \varepsilon_{\mathrm{IR}}^{2}=1 / \varepsilon_{\mathrm{IR}}=0, \mu_{\mathrm{IR}}=M_{\mathrm{W}}} \tag{6.40}
\end{equation*}
$$

To account for the fact that we calculate the virtual corrections in the DPA, the virtual term in (6.39) is rescaled via (6.27). As a result, the virtual and the relative corrections are in the following defined via

$$
\begin{equation*}
\delta^{\text {virt }}=\frac{\mathrm{d} \sigma^{\text {virt,DPA }} / \mathrm{d} \mathcal{O}}{\mathrm{~d} \sigma^{\text {born }, \mathrm{DPA}} / \mathrm{d} \mathcal{O}}, \quad \delta^{\text {real } / \text { idip }}=\frac{\mathrm{d} \sigma^{\text {real } / \mathrm{idip}} / \mathrm{dO}}{\mathrm{~d} \sigma^{\text {born }, \text { full }} / \mathrm{dO}} . \tag{6.41}
\end{equation*}
$$

Differential results in the antimuon transverse momentum and the four-lepton invariant mass are shown Figs. 6.13, 6.14, 6.15, 6.16 for the considered processes.

For all considered processes, the bulk part of the NLO EW corrections appears to originate from virtual contributions in the high-energy tails of the distributions because of the Sudakov double logarithms.

The real corrections also grow with increasing energies. However, there is only a partial cancellation against the large Sudakov logarithms in the virtuals. This also holds when observables are defined such that real-emission contributions from undetected W or Z bosons are included, even though this leads to additional Sudakov logarithms in the reals [195,227]. This non-cancellation of large corrections is sometimes referred to as EW Bloch-Nordsieck violation [228,229], a somewhat misleading term, as the Bloch-Nordsieck theorem has only been stated in QED [180, 228].


Figure 6.14.: Real, virtual, and integrated dipole (idip) NLO EW corrections for $\mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{Z} \rightarrow$ $\mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$differential in the four-lepton invariant mass and the antimuon $p_{\mathrm{T}}$. The plots are organised as in Fig. 6.13.


Figure 6.15.: Real, virtual, and integrated dipole (idip) NLO EW corrections for $\mathrm{pp} \rightarrow \mathrm{ZZ} \rightarrow$ $\mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$differential in the four-lepton invariant mass and the antimuon $p_{\mathrm{T}}$. The plots are organised as in Fig. 6.13.


Figure 6.16.: Real, virtual, and integrated dipole (idip) NLO EW corrections for $\gamma \gamma \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$differential in the four-lepton invariant mass and the antimuon $p_{\mathrm{T}}$. The plots are organised as in Fig. 6.13.

### 6.3.4. SCET $_{\text {Ew }}$ vs. Fixed-Order

The validity of $\mathrm{SCET}_{\mathrm{EW}}$ results is restricted to the region $s, t, u \gg M_{\mathrm{W}}^{2}$. However, we have to expect large contributions from phase-space regions, where the condition (6.11) is not satisfied: In the high-energy limit the Born matrix elements for the dominant $\bar{q} q$ and $q \bar{q}$ production channels of transversely ( T ) and longitudinally (L) polarised gauge bosons can be decomposed as [19]

$$
\begin{equation*}
\mathcal{M}_{\mathrm{T}}=\frac{\mathcal{M}_{t}}{t}+\frac{\mathcal{M}_{u}}{u}, \quad \mathcal{M}_{\mathrm{L}}=\frac{\mathcal{M}_{s}}{s} \tag{6.42}
\end{equation*}
$$

with $\mathcal{M}_{s}, \mathcal{M}_{t}, \mathcal{M}_{u}$ being analytical in $s, t, u$, and all masses. This form holds for all diboson production processes from fermions.

For $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-}$, the amplitudes have the form [230]

$$
\begin{equation*}
\mathcal{M}_{\mathrm{T}}=\frac{\mathcal{M}_{s / u} s}{u}+\frac{\mathcal{M}_{t^{2} / u s} t^{2}}{u s}+\frac{\mathcal{M}_{u / s} u}{s}+\frac{\mathcal{M}_{s / t} s}{t}+\frac{\mathcal{M}_{t / s} t}{s}+\frac{\mathcal{M}_{u^{2} / t s} u^{2}}{t s} \tag{6.43}
\end{equation*}
$$

in the high-energy limit for transverse gauge bosons and

$$
\begin{equation*}
\mathcal{M}_{\mathrm{L}}=\frac{\mathcal{M}_{1} u}{s}+\frac{\mathcal{M}_{2} t}{s} \tag{6.44}
\end{equation*}
$$

in the longitudinal case. Since the smallest invariant is relevant for estimating the quality of the $\operatorname{SCET}_{\text {EW }}$ assumption, we investigate the behaviour for $|t|,|u| \ll s$. In the fermionic case, squaring the matrix element yields another factor of the invariant, making the contribution of the squared matrix element behave as

$$
\begin{equation*}
\left|\frac{\mathcal{M}_{t}}{t}\right|_{|t| \ll s}^{2} \sim \frac{s}{t} \tag{6.45}
\end{equation*}
$$

and similar for $\mathcal{M}_{u}$. In the photon-induced case this effect is absent, and the squared matrix element scales as

$$
\begin{equation*}
\left|\frac{\mathcal{M}_{s / t} s}{t}\right|_{|t| \ll s}^{2} \sim \frac{s^{2}}{t^{2}} \tag{6.46}
\end{equation*}
$$

and analogously for the other matrix elements.
In any case, the total cross section is expected to be dominated by regions, in which at least one of the Mandelstam variables is small $\left[\right.$ of $\left.\mathcal{O}\left(M_{\mathrm{W}}^{2}\right)\right]$. Therefore, we do not discuss the influence of the resummation on integrated cross sections and focus on differential distributions in energylike observables and study the behaviour in the tails only. In order to analyse the quality of this approximation, we first consider unresummed $\mathrm{SCET}_{\mathrm{EW}}$, meaning that the exponentiated amplitude is expanded to first order in $\alpha$. In this approximation the $\mathrm{SCET}_{\mathrm{EW}}$ results agree with the fixed-order one-loop results up to powers of $M^{2} / s_{i j}$ with $M$ being any of the EW mass scales and $s_{i j} \in\{s, t, u\}$.

Therefore we organise the plots as follows:

- The upper panels show the LO differential cross section both in fixed order and using SCET $_{\text {EW }}$ on the HEPS (6.13). Moreover, the sum of LO and IR-finite virtual corrections is displayed in fixed order.
- The middle panels demonstrate the quality of the high-energy approximation, showing the quantities

$$
\begin{align*}
\Delta_{\mathrm{SCET}} & =1-\frac{\mathrm{d} \sigma^{\text {Born, SCET }} / \mathrm{d} \mathcal{O}}{\mathrm{~d} \sigma^{\text {Born, FO }} / \mathrm{d} \mathcal{O}} \\
\delta_{\mathrm{FO}}^{\text {virt }}-\delta_{\mathrm{SCET}}^{\text {virt }} & =\frac{\mathrm{d} \sigma^{\text {virt, FO, fac }} / \mathrm{d} \mathcal{O}}{\mathrm{~d} \sigma^{\text {Born, FO }} / \mathrm{d} \mathcal{O}}-\frac{\mathrm{d} \sigma^{\text {virt, SCET }} / \mathrm{d} \mathcal{O}}{\mathrm{~d} \sigma^{\text {Born, SCET }} / \mathrm{d} \mathcal{O}}, \tag{6.47}
\end{align*}
$$

with $\mathrm{d} \sigma^{\text {virt, FO, fac }}$ denoting the factorisable virtual corrections in DPA. The quantities in (6.47) quantify the validity of the $\mathrm{SCET}_{\mathrm{EW}}$ approximation at tree level and one-loop level, respectively. Note that both $\mathrm{d} \sigma^{\text {Born, SCET }}$ and $\mathrm{d} \sigma^{\text {virt, SCET }}$ are evaluated on the HEPS defined by (6.13).

- The lower panels show the relative virtual corrections calculated in fixed order, and using $\mathrm{SCET}_{\text {EW }}$ on the HEPS.


## Results

In Figs. $6.17,6.18,6.19$, and 6.20 we show differential distributions in the four-lepton invariant masses, the $M_{\mathrm{e}^{-} \mu^{+}}$invariant mass, and the lepton transverse momenta for the four diboson processes under consideration.

In the first few bins, that dominate the cross section, the SCET $_{\text {EW }}$ results are smaller by a factor of $2-5$ than the fixed-order ones because of the technical cut (6.11): The $\operatorname{SCET}_{\text {EW }}$ matrix elements are thus not appropriate. Towards the high-energy tails the results converge against each other, up to sub-percent accuracy from $M_{4 \ell} \approx 1000 \mathrm{GeV}$ and $p_{\mathrm{T}, \ell} \approx 500 \mathrm{GeV}$ depending on the process and the polarisation state. ${ }^{4}$ In the tails, i.e. at energy scales of several TeV , the deviation becomes of $\mathcal{O}\left(10^{-4}\right)$, which is the expected order of magnitude for power corrections.

[^18]Chapter 6. Results for the FCC-hh setup


Figure 6.17.: Validation of the setup: Virtual corrections to longitudinal (left) and transverse (right) $\mathrm{W}^{+} \mathrm{W}^{-}$production calculated in conventional fixed-order perturbation theory compared to the first-order expansion of the SCET results in $\alpha . \Delta_{\text {SCET }}$ is defined in (6.47).


Figure 6.18.: Validation of the setup: Virtual corrections to pp $\rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$calculated in conventional fixed-order perturbation theory compared to the first-order expansion of the SCET results in $\alpha . \Delta_{\mathrm{SCET}}$ is defined in (6.47).
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Figure 6.19.: Validation of the setup: Virtual corrections to longitudinal (left) and transverse (right) $\mathrm{W}^{+} \mathrm{Z}$ production calculated in conventional fixed-order perturbation theory compared to the first-order expansion of the SCET results in $\alpha . \Delta_{\text {SCET }}$ is defined in (6.47).


Figure 6.20.: Validation of the setup: Virtual corrections to longitudinal (left) and transverse (right) $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$production calculated in conventional fixedorder perturbation theory compared to the first-order expansion of the SCET results in $\alpha$. $\Delta_{\text {SCET }}$ is defined in (6.47).

In general, in the results for the transverse polarisations the agreement is worse since they are dominated by the small- $|t|$ or small $|u|$ regime, as described above. We also recognise that the results for $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-}$, shown on the r.h.s. of Fig. 6.20 , exhibit a slower convergence in the high-energy tails. This is due to the quadratic $t$ dependence of the tree-level amplitudes, see (6.46). We note, however, that even in regions where the Born results differ by a few percent (where the green curve is outside the range of the middle panels), the difference in the relative corrections is already of the order of $0.1 \%$ (see for instance $\gamma \gamma$-induced transverse WW production in Fig. 6.20). This indicates that the error owing to small- $|t|$ or small- $|u|$ events is strongly reduced for the relative virtual corrections.

For $\gamma \gamma \rightarrow \mathrm{W}_{\mathrm{T}} \mathrm{W}_{\mathrm{T}}$, which is dominated by W production in the forward/backward direction, $\Delta_{\mathrm{SCET}}$ reaches the subpercent level at $M_{4 \ell} \approx 8 \mathrm{TeV}$, and $\delta_{\mathrm{FO}}^{\text {virt }}-\delta_{\mathrm{SCET}}^{\mathrm{virt}}$ at about $M_{4 \ell} \approx 5 \mathrm{TeV}$. In these regions, however, almost no statistics is to be expected since the differential cross section is already below $10^{-6} \mathrm{fb} / \mathrm{GeV}$. Even if one would consider an overflow bin from $M_{4 \ell}=10 \mathrm{TeV}$ to infinity, the cross section in that bin would not exceed 1 ab . In the high $-p_{\mathrm{T}, \ell}$ tails, events with low $|t|$ or $|u|$ are suppressed: because the gauge bosons are produced with high energy, their decay products are preferredly radiated in the forward direction. A high lepton $p_{\mathrm{T}}$ is thus likely to result from the decay of a gauge boson with high $p_{\mathrm{T}}$. Thus in the high- $p_{\mathrm{T}, \ell}$ tails the convergence looks better, reaching the subpercent level between 1 and 2 TeV . However, for the same reason the cross section falls off very fast in these distributions, and only for $p_{\mathrm{T}, \ell} \lesssim 2 \mathrm{TeV}$ a measurable cross section is to be expected (remember that the expected luminosity is $\mathcal{L}_{\mathrm{FCC}-\mathrm{hh}}=20 \mathrm{ab}^{-1}$ ). Thus, the window in which SCET $_{\text {EW }}$ can be applied and at the same time sufficient statistics can be expected is rather narrow for this process.

In the other cases, however, the cross section is still measurable in the phase-space regions, in which $\operatorname{SCET}_{\mathrm{EW}}$ is about to work, which is demonstrated more explicitly in section 6.4.2.

## Influence of the phase-space cut

One should note that the discrepancy has in principle two causes: The fact that the $\mathrm{SCET}_{\mathrm{EW}}$ cross section is subjected to the cut (6.11) and the impact of the mass-suppressed terms in the matrix elements. In Fig. 6.21 we compare the effect of the cut (6.11) by relating the $\mathrm{SCET}_{\text {EW }}$ results to the SM results in the same way as in (6.22), but with the $\mathrm{d} \sigma^{\text {full }}$ evaluated on the HEPS only. We do that exemplarily for $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$because $\Delta_{\text {DPA }}$ has particularly large values for transversely polarised Ws and particularly small values for longitudinally polarised Ws.

The difference between the purple and the green curve in Fig. 6.21, which quantifies the effect of the cut, is clearly smaller than the absolute value of both curves: In the transverse case where the difference due to the mass-suppressed terms is of the order of several percent in the regions of $M_{4 \ell} \approx 3-7 \mathrm{TeV}$ or $p_{\mathrm{T}} \approx 1 \mathrm{TeV}$, the effect of the cut is already at the subpercent level in the same phase-space region. In the tails of the distributions it is actually exactly zero, as the cut (6.11) does not cut a single event during the integration (with each bin containing 5,000-10,000 events). In the longitudinal case the difference is $<10^{-5}$ everywhere but in the first bin of the distribution. In addition, since the cut can only make the FO cross section smaller, its effect on $\Delta_{\text {SCET }}$ can only be negative. The dominant contributions from the matrix element are also negative, the deviations are thus slightly larger if the $\mathrm{SCET}_{\mathrm{EW}}$ cut is applied to the result.


Figure 6.21.: Distribution in the four-lepton invariant mass in $\gamma \gamma \rightarrow \mathrm{W}_{\mathrm{L}} \mathrm{W}_{\mathrm{L}} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$(left) and $\gamma \gamma \rightarrow \mathrm{W}_{\mathrm{T}} \mathrm{W}_{\mathrm{T}} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$(right). The green and red curves show $\Delta_{\mathrm{SCET}}$ as defined in (6.47), while the purple (HEPS) curves show the same quantity with the SM matrix elements being computed on the HEPS. In the longitudinal case the curves for $\Delta_{\text {SCET }}$ and $\Delta_{\text {SCET,HEPS }}$ are not to distinguish.

### 6.3.5. The individual SCET $_{\text {EW }}$ ingredients

In Figs. 6.22 and 6.23 we demonstrate exemplarily the role of the individual contributions entering the curves in the previous section. We choose two somewhat representative partonic sample processes, $\mathrm{d} \overline{\mathrm{d}} \rightarrow \mathrm{W}_{\mathrm{L}} \mathrm{W}_{\mathrm{L}} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$and $\overline{\mathrm{u}} \mathrm{u} \rightarrow \mathrm{Z}_{\mathrm{T}} \mathrm{Z}_{\mathrm{T}} \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$, for illustration. The different curves are labelled as follows:

- DL: Double-logarithmic contributions from the collinear anomalous dimension $\gamma_{\mathrm{C}}$.
- SL: Single-logarithmic contributions from $\gamma_{\mathrm{C}}$.
- PR: Corrections associated with the renormalisation of $\alpha$ and $\theta_{\mathrm{w}}$. Both logarithmic and finite contributions are included.
- Soft: Angular-dependent single logarithms from $\gamma_{\mathrm{S}}$.
- HSM: High-scale matching coefficient: The $\mathcal{O}(\alpha)$ corrections evaluated in the SySM.
- LSM: Low-scale corrections: The logarithmic and the finite part of $D_{\mathrm{C}}$ to $\mathcal{O}(\alpha)$.
- Decay: Corrections associated with the W- or Z-boson decay.
- The sum of all is denoted as SCET $\mathcal{O}(\alpha)$.

For the definitions of the quantities $D_{\mathrm{C}}, \gamma_{\mathrm{C}}$, and $\gamma_{\mathrm{S}}$, we refer to Sec. 5.2. It should be stressed that the distinction of these contributions is only possible if the $\mathrm{SCET}_{\mathrm{EW}}$ amplitude is expanded in $\alpha$. Otherwise the matrix structure of the anomalous dimension mixes with the high-scale matching coefficients producing terms that can not unambiguously be identified with one of the
above categories. We present these results in order to give a rough estimate of the respective effects.

In transversal Z-pair production (Fig. 6.22) the dominant DL contributions reach $-100 \%$ at $M_{4 \ell} \approx 4.5 \mathrm{TeV}$ and $p_{\mathrm{T}, \mathrm{e}^{-}} \approx 1.5 \mathrm{TeV}$. The SL contributions account for $\sim+25 \%$ and the PR contributions for $\sim-20 \%$ in this regions. The soft contributions behave differently in the two distributions: in the high-lepton- $p_{\mathrm{T}}$ region they are partially shielded and do not exceed $10 \%$, because small values of $-t / s$ (in the ZZ production process) are not allowed in this region. On the other hand, in the high- $M_{4 \ell}$ region they can reach up to $+30 \%$. We further note that the logarithmic part of the LSM contributions (see (3.124), (3.125)) is small, such that the total LSM corrections are $<10 \%$ and its curve looks almost constant. It is thus not necessary to resum these logarithmic corrections, which are associated with the collinear anomaly. The other contributions, which are not logarithmically enhanced, yield contributions of few percent. Note that the qualitative behaviour of the various curves may be expected to be similar, as it is determined by the $W^{3} W^{3}$ subprocess in the ZZ-production case.

For the production of longitudinal $\mathrm{W}^{ \pm}$bosons, which have smaller Casimir invariants, the DL contributions are genuinely smaller, reaching $-100 \%$ at $M_{4 \ell} \approx 20 \mathrm{TeV}$ and $p_{\mathrm{T}, \mathrm{e}^{-}} \approx 7 \mathrm{TeV}$, respectively (see Fig. 6.23). Owing the Yukawa-coupling term in (5.41), the SL contributions are also negative ( $\sim-10 \%$ in the tails). As in the transverse case, the PR contributions are at about $-20 \%$. The Soft contributions are always positive and account for up to $20 \%$ in both the high- $M_{4 \ell}$ and the high- $p_{\text {T.e- }}$ tails. The other contributions are on the level of few percent. This implies that the full results are in incidently well approximated by the DL corrections alone.

### 6.4. Resummed results

In this section we present the main results, the resummed differential cross sections calculated in $\mathrm{SCET}_{\text {EW }}$. The relative corrections of the resummed results are defined in analogy to fixed order:

$$
\begin{equation*}
\delta^{\text {res }}=\frac{\mathrm{d} \sigma^{\text {res }} / \mathrm{d} \mathcal{O}-\mathrm{d} \sigma^{\text {Born, SCET }} / \mathrm{d} \mathcal{O}}{\mathrm{~d} \sigma^{\text {Born, SCET }} / \mathrm{d} \mathcal{O}}, \tag{6.48}
\end{equation*}
$$

with $\sigma^{\text {Born, SCET }}$ denoting the Born cross section evaluated on the high-energy phase space only. Note that within the SCET $_{\text {EW }}$ framework this definition of a relative correction is not the only plausible one. It is chosen in order to enable a direct comparison against the FO result. We consider three out of the four sets of terms given in (5.95):

- LL+NLO: The double logarithms are exponentiated and the single logarithms are added perturbatively. This implies that the exponential of the integrated anomalous dimension master formula (5.14) is expanded according to (5.94).
- $\mathrm{NLL}_{\mathrm{FO}}+\mathrm{NLO}$ : The exponential in (5.14) is approximated according to (5.93).
- NLL+NLO: The matrix exponential in (5.14) is taken to all orders. Note that the anomalous dimension is calculated only up to first order in $\alpha$. The $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{2}\right)$ contributions from the two-loop cusp anomalous dimension are thus neglected.


Figure 6.22.: Individual SCET contributions in the partonic process $\bar{u} u \rightarrow \mathrm{Z}_{\mathrm{T}} \mathrm{Z}_{\mathrm{T}} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$ differential in the electron $p_{\mathrm{T}}$ and the four-lepton invariant mass. The meaning of the abbreviations is explained in the text.


Figure 6.23.: Individual SCET contributions in the partonic process $d \bar{d} \rightarrow W_{L} W_{L} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$differential in the electron $p_{\mathrm{T}}$ and the four-lepton invariant mass. The meaning of the abbreviations is explained in the text.

### 6.4.1. Virtual corrections only

The effect of the resummation on polarised results is shown in Fig. 6.24 for $\mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$, in Fig. 6.25 for $\mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{Z} \rightarrow \mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$, in Fig. 6.26 for $\mathrm{pp} \rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$, and in Fig. 6.27 for $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$. We show distributions differential in the same quantities as in Figs. 6.17, 6.18, 6.19, and 6.20. All partonic production channels are included. The polarised contributions are presented separately in order to demonstrate the different behaviour of the resummed curves. In order to take the effects of the DPA into account, we rescale the virtual corrections via Eq. (6.27), as we did already for the unresummed results in section 6.3.3. The effects of the resummation can be read off the plots as follows:

- The shift between the dark green curves (LL) and the orange curves (fixed order) show the effect of the LL resummation (see (5.94) and the explanation below).
- The difference between the dark green (LL) and the pale green curves $\left(\mathrm{NLL}_{\mathrm{FO}}\right)$ is given by the product of the exponentiated leading logs and the perturbative single logarithms, see (5.93), (5.94). The dominant terms are of $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{3}\right)$. Because the double logarithms are negative and the single logarithms are typically positive, these terms are negative.
- The effect of the exponentiated single-logarithmic contributions can be obtained from difference between the pale green and the red curve.

The resummation and matching affect the longitudinally and transversely polarised cross sections in a rather different way. In transverse $\mathrm{W}^{ \pm}$-pair production (r.h.s. of Fig. 6.24) the effect of the LL resummation, which is in this case obtained from substituting the DL corrections by their exponential on the level of the matrix elements, accounts for slightly more than $100 \%$ in the high $-p_{\mathrm{T} \ell}$ tail and slightly below $100 \%$ in the high- $M_{4 \ell}$-tail. Including the negative $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{3}\right)$ terms has a similarly large effect: In the high- $M_{4 \ell}$ tail the NLLFO resummed cross section is shifted with respect to the LL resummed one by $\sim-70 \%$ in the high $-M_{4 \ell}$ tail, by $\sim-60 \%$ in the high- $M_{\mathrm{e}^{-} \mu^{+}}$tail, and by $-40 \%$ in the high- $p_{\mathrm{T}, \mathrm{e}^{-}}$tail. For transverse W bosons the effect of NLL resummation is about $+10 \%$ in both invariant-mass distribution tails. In the region of high lepton $p_{\mathrm{T}}$, it is much lower because of the suppression of the angular-dependent logarithms, see Fig. 6.22 and its discussion.

In longitudinal $\mathrm{W}^{+} \mathrm{W}^{-}$production (1.h.s. of Fig. 6.24) we observe that, while the effect of the LL resummation accounts for $\sim 40 \%$, the cancellation of single-logarithmic contributions mentioned in Sec. 6.3.5 suppresses the the effects of resummation beyond LO: The angular logarithms are positive, while the collinear SL contribution is negative due to the Yukawa coupling term. The sum is small and hence exponentiating it has little effect: The NLLFo resummation accounts for a $-10 \%$ shift in all tails and the effect of the NLL resummation is only few percent.

In $\mathrm{W}^{+} \mathrm{Z}$ production (Fig. 6.25) some general features of the $\mathrm{W}^{ \pm}$results are reproduced including the different resummation effects depending on the polarisations: In the transverse case (plots on the r.h.s.) the effect of the LL resummation is about $60 \%$ at $M_{4 \ell} \approx 10 \mathrm{TeV}$, which is similar to what can be read off the lower left plot in Fig. 6.24 (note the different plot ranges). In the high- $p_{\mathrm{T}, \mathrm{e}^{-}}$tail this effect is slightly below $60 \%$, while in the high- $M_{\mathrm{e}^{+} \mu^{-}}$tail it reaches almost $70 \%$. The effects of the NLL NFO resummation is similar, at $M_{4 \ell} \approx 10 \mathrm{TeV}$ and $M_{\mathrm{e}^{+} \mu^{-}} \approx 7 \mathrm{TeV}$ it compensates the LL effect up to $\sim 15 \%$. The NLL resummation accounts for at most $10 \%$ for large invariant masses ( $M_{4 \ell} \gtrsim 4 \mathrm{TeV}, M_{\mathrm{e}^{+} \mu^{-}} \gtrsim 2 \mathrm{TeV}$ ).

Chapter 6. Results for the FCC-hh setup


Figure 6.24.: Effect of the SCET resummation on distributions of virtual corrections to $\mathrm{pp} \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$with longitudinal (left) and transverse (right) polarisations differential in the $\mathrm{e}^{-} \mu^{+}$invariant mass, the electron $p_{\mathrm{T}}$, and the four-lepton invariant mass.


Figure 6.25.: Effect of the SCET resummation on differential distributions of virtual corrections to $\mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{Z} \rightarrow \mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}$with longitudinal (left) and transverse (right) polarisations differential in the $\mathrm{e}^{+} \mu^{-}$invariant mass, the positron $p_{\mathrm{T}}$, and the four-lepton invariant mass.


Figure 6.26.: Effect of the SCET resummation on differential distributions of virtual corrections to $\mathrm{pp} \rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}$differential in the electron $p_{\mathrm{T}}$ and the four-lepton invariant mass.

For longitudinally polarised bosons (see the plots on the l.h.s.) the effects of the various terms are again smaller. The LL resummation accounts for $25 \%-30 \%$ in the tails, the effect of the NLL $_{\text {FO }}$ terms is about $-10 \%$, and the NLL contributions are only a the percent level.

In Fig. 6.26 we show differential results in the electron $p_{\mathrm{T}}$ and the four-lepton invariant mass for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$. At $M_{4 \ell} \approx 5 \mathrm{TeV}$ the LL resummation shifts the cross section by $35 \%$, which is slightly less than in the value in the corresponding transverse $\mathrm{W}^{ \pm}$distribution. This can be explained by the fact that the Abelian subprocesses of the ZZ-production process (remember that the matrix element is decomposed according to (5.67)) receive smaller DL corrections. Including the NLL ${ }_{F O}$ terms again undoes that effect to a large extent, and the NLL terms provide a shift of $\sim 5 \%$ in the $M_{4 \ell}$ tail and even less in the $p_{\mathrm{T}, \mathrm{e}^{+}}$tail.

The photon-induced case (Fig. 6.27) features the largest resummation effects, especially for transversely polarised W bosons (plots on the r.h.s.): In this case the effect of the LL resummation exceeds $100 \%$ already at $M_{4 \ell} \approx 10 \mathrm{TeV}, p_{\mathrm{T}, \mathrm{e}^{-}} \approx 3 \mathrm{TeV}$, and $M_{\mathrm{e}^{-} \mu^{+}} \approx 6 \mathrm{TeV}$, making resummation definitely mandatory. The cancellation of the LL resummation effect owing to the NLL $_{\text {FO }}$ terms is again stronger for transverse W bosons than for longitudinal ones. For $M_{4 \ell} \gtrsim 13 \mathrm{TeV}, M_{\mathrm{e}^{-} \mu^{+}} \gtrsim 11 \mathrm{TeV}$, and $p_{\mathrm{T}, \mathrm{e}^{-}} \gtrsim 6 \mathrm{TeV}$ the NLL resummed results still exceed $-100 \%$ relative corrections.

We close this discussion with a few general remarks. If the FO result is dominated by the DL corrections, one can use the approximate formula

$$
\begin{equation*}
\delta_{\mathrm{LL}} \approx \exp \left(\delta_{\mathrm{FO}}^{\mathrm{virt}}\right)-1 \tag{6.49}
\end{equation*}
$$

that has for instance been employed in Ref. [76]. This rule applies to some extent for instance in the processes $\mathrm{pp} \rightarrow \mathrm{W}_{\mathrm{L}}^{+} \mathrm{Z}_{\mathrm{L}}$ and $\mathrm{pp} \rightarrow \mathrm{W}_{\mathrm{L}}^{+} \mathrm{W}_{\mathrm{L}}^{-}$(on the l.h.s. of Figs. 6.24, 6.25), where the SL and soft contributions partly cancel, see Fig. 6.23 in Sec. 6.3.5. In all other cases the situation is actually more involved, even though (6.49) gives a rough estimation of the resummation effect.


Figure 6.27.: Effect of the SCET resummation on differential distributions of virtual corrections to longitudinal (left) and transverse (right) $\mathrm{W}^{+} \mathrm{W}^{-}$production in $\gamma \gamma \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$differential in the $\mathrm{e}^{-} \mu^{+}$invariant mass, the electron $p_{\mathrm{T}}$, and the four-lepton invariant mass.

One should not be worried by the large relative corrections in the resummed distributions with respect to the unresummed Born: As also mentioned in Sec. III of [45], once the correction factor $\alpha \mathrm{L}^{2}$ becomes of order one, any resummed results deviates from the fixed-order Born result by a finite amount:

$$
\begin{equation*}
\sigma_{\mathrm{LL}}^{\text {resummed }}=\sigma^{\text {Born }} \times \exp \left(-\frac{1}{2} \alpha \log ^{2} \frac{\mu_{\mathrm{h}}^{2}}{\mu_{1}^{2}}\right) \tag{6.50}
\end{equation*}
$$

The quality of the perturbation series can instead be read off the magnitude of the matching and $\mathrm{N}^{(n)} \mathrm{LL}$ corrections, i.e. from the difference between the green and red curves in Figs. 6.24, $6.25,6.26$, and $6.27 .{ }^{5}$

### 6.4.2. Full resummed differential cross sections

At this point we can discuss the impact of the resummation, taking into account the expected counting rates at the FCC-hh. In Fig. 6.28 we show some high-energy tails with the respective counting rates instead of cross sections, including the statistical error on the fixed-order rate as a band for demonstration. The counting rates are obtained from the differential cross sections and the assumed FCC-hh luminosity of $\mathcal{L}_{\mathrm{FCC} \text {-hh }}=20 \mathrm{ab}^{-1}$ via (6.15). The results are summed over the polarisations and include, besides the factorisable virtual corrections, also real corrections, integrated-dipole contributions and non-factorisable virtual corrections.

For ZZ production (upper left plot in Fig. 6.28) we see that in the window of $1.5 \mathrm{TeV}<M_{4 \ell}<$ 3 TeV the impact of the LL resummation exceeds the statistical error on the counting rate within the given binning, indicating that a resummation of the leading logarithms is indeed necessary at these energies. Remember that the error due to the $\mathrm{SCET}_{\mathrm{EW}}$ assumption in this phase-space region amounts to $\delta_{\mathrm{FO}}^{\mathrm{virt}}-\delta_{\mathrm{SCET}}^{\mathrm{virt}}<0.5 \%$, see Fig. 6.18. The effect of the LL resummation varies between $15 \%$ and $30 \%$ in this range, the NLL effect is of the same order of magnitude, but with a different sign, such that the NLL+NLO results do not differ by more than $10 \%$ from the fixed-order result in the displayed range, which is not significant in view of the experimental error, which reaches $10 \%\left(N_{\mathrm{ev}}=100\right.$ events $)$ at $M_{4 \ell} \approx 2 \mathrm{TeV}$ already. One should again note that this cancellation is accidental and should not lead to the conclusion that the resummation effects in general are small or even negligible.

In $\mathrm{W}^{+} \mathrm{Z}$ and $\mathrm{W}^{+} \mathrm{W}^{-}$production (upper right and lower left plot in Fig. 6.28), which has by far the highest cross section of the diboson processes, the significance of the LL resummation, which shifts the cross section by more than $50 \%$ in the tails, is clearer. The effect of the LL resummation significantly exceeds the statistical uncertainty on the counting rates up to an invariant mass of $M_{4 \ell} \approx 6 \mathrm{TeV}$ and $M_{4 \ell} \approx 12 \mathrm{TeV}$ for $\mathrm{W}^{+} \mathrm{Z}$ and $\mathrm{W}^{+} \mathrm{W}^{-}$production, respectively. Including the NLL ${ }_{F O}$ resummation again has a similarly large effect with an opposite sign. The NLL-resummed result shifts the differential cross section by $5-10 \%$ and differs from the fixedorder result by a few percent with respect to LO . Therefore, $\mathrm{SCET}_{\mathrm{EW}}$ resummation of both the LL and NLL contributions should be included if a precise comparison is aimed for.

In the photon-induced case (lower right plot in Fig. 6.28) the effect of the resummation, normalised to the LO cross section, is largest because of the large Casimir invariant of the

[^19]

Figure 6.28.: Differential distributions in the four-lepton invariant masses for unpolarised $\mathrm{pp} \rightarrow \mathrm{ZZ} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mu^{+} \mu^{-}, \mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{Z} \rightarrow \mathrm{e}^{+} \nu_{\mathrm{e}} \mu^{+} \mu^{-}, \mathrm{pp} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\mathrm{e}} \mathrm{e}^{-}$, production with the error on the counting rates shaded around the purple curves.

W boson. The expected event rate is, similar to the $\mathrm{W}^{+} \mathrm{Z}$ and ZZ case, only significant up to $M_{4 \ell} \sim 6 \mathrm{TeV}$ (note further that the photon PDFs also introduce higher uncertainties in particular at large momentum fractions). The qualitative behaviour of the resummed curves is similar to the quark-induced cases: for $M_{4 \ell} \sim 6 \mathrm{TeV}$ the LL resummation increases the cross section by almost $100 \%$, but the inclusion of the $\mathrm{NLL}_{\mathrm{FO}}$ and NLL undoes the bulk of the effect such that the difference between the fixed-order and NLL-resummed results is at the level of $10 \%$.

## 7. Results for the CLIC setup

The Compact Linear Collider (CLIC) project aims at a new level of experimental precision in high-energy $\mathrm{e}^{+} \mathrm{e}^{-}$collisions $[16,231,232]$. In several stages it is planned to operate at collision energies up to

$$
\begin{equation*}
\sqrt{s}=3 \mathrm{TeV} \tag{7.1}
\end{equation*}
$$

which we consider in the following. Even though if it operates at energies two orders of magnitude smaller than the FCC-hh, it may be expected to yield more statistics in the interesting highenergy regime because most partonic interactions involve only small energy fractions at pp collisions. In addition all experimental signatures can be expected to be much cleaner than at a hadron collider because of less QCD radiation.

The fact that the bulk of interactions takes place at very high energies makes a high-energy lepton collider a particularly well-suited case of application for $\mathrm{SCET}_{\mathrm{EW}}$. There is, however, a number of questions related to how observables have to be defined when leptons with such a large energy interact. In order to demonstrate the effect of $\mathrm{SCET}_{\mathrm{EW}}$ we have to make some assumptions, of which a detailed discussion is beyond the scope of this work.

- The effects of initial-state radiation, which appear to be challenging for future lepton colliders (see for instance Ref. [233] for details) are treated perturbatively. Thus, we do not use lepton PDFs but assume that only $\mathrm{e}^{+} \mathrm{e}^{-}$pairs of exactly 3 TeV contribute at LO. The occurring collinear singularities are regulated by the electron mass, leading to logarithmic contributions of the form

$$
\begin{equation*}
\delta_{\mathrm{coll}}=\frac{\alpha}{\pi}\left(\log \frac{s}{m_{\mathrm{e}}^{2}}-1\right) \approx 7 \% \tag{7.2}
\end{equation*}
$$

assuming an electron mass of

$$
\begin{equation*}
m_{\mathrm{e}}=5.11 \cdot 10^{-4} \mathrm{GeV} \tag{7.3}
\end{equation*}
$$

These logarithms remain unresummed within our framework. However, resummation techniques for these collinear logarithms have been available for a long time [180,234-236]. For precise predictions in lepton collisions at very high energies the inclusion of lepton-PDF effects is necessary. Recently, results for high-energy lepton PDFs including initial-state radiation of all SM particles have been published [237].

- We assume all leptons to be distinguishable if their pair invariant mass is above 10 GeV (the numerical value is inspired by LHC analyses). In particular we do not include corrections associated with real emission of massive gauge bosons or their decay products.

The CLIC integrated luminosity is assumed as [232]

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}^{\text {CLIC }}=5 \mathrm{ab}^{-1} . \tag{7.4}
\end{equation*}
$$

This value is used to convert cross sections to event rates using (6.15).

### 7.1. Processes, input, and setup

We consider vector-boson pair production at the highest energy aimed within the CLIC project. In particular we consider the processes

$$
\begin{array}{r}
\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-} \\
\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-} \tag{7.6}
\end{array}
$$

at $\sqrt{s}=3 \mathrm{TeV}$. Compared to (6.17), (6.20) we have introduced $\tau$ leptons in the final state. We are aware that both these final states are not the phenomenologically most interesting ones:

- (7.5) is usually not considered in experimental analyses of $\mathrm{W}^{+} \mathrm{W}^{-}$production because the $\tau$ has to be reconstructed via its decay products, which involve another W boson.
- (7.6) suffers from low statistics: As the branching fraction of a Z boson into two charged leptons is about $10 \%$ [238], final states similar to (7.6) account for only $1 \%$ of all ZZ events. Without the overwhelming QCD background of a hadron collider, experimental analyses will very likely be dominated by (semi-)hadronic and invisible decay channels.

We stick to this choice anyway for several reasons:

- We avoid final-state electrons in order to suppress non-doubly-resonant background contributions. We choose different lepton flavours to minimize interference contributions, which can not be calculated within the DPA.
- The processes do not obtain QCD corrections at NLO. This is merely a matter of simplicity, as we are only considering EW corrections within this work.
- When decaying into quarks, the gauge bosons are very likely to produce single (fat) jets, complicating the signal/background relation even more. In particular, assuming fully hadronic final states, the two processes develop a very similar signal and can only be distinguished by the respective jet invariant masses. However, if an efficient tagging of these jets can be achieved, the gauge bosons are in fact detected directly and one can simply apply $\mathrm{SCET}_{\mathrm{EW}}$ to the production process: Everything besides the gauge-boson production process would in that case be part of the jet algorithm.
In the following we choose the $z$-axis such that the incoming positron travels in positive $z$ direction, see Fig. 7.1.

For $\mathrm{W}^{+} \mathrm{W}^{-}$production all angular differential distributions have asymmetric properties. According to the charge flow we define the forward region such that an outgoing $\mathrm{W}^{+}$(or its decay product) travels in positive $z$-direction and a $\mathrm{W}^{-}$travels in negative $z$-direction. Thus, in the forward direction the $\mu^{+}$has small scattering angles and the $\tau^{-}$has large scattering angles.

## Input parameters

We use the SM input parameters (6.1)-(6.3), supplemented by a numerical value for the electron mass,

$$
\begin{equation*}
m_{\mathrm{e}}=5.11 \cdot 10^{-4} \mathrm{GeV} \tag{7.7}
\end{equation*}
$$



Figure 7.1.: Definition of the scattering kinematics in $\mathrm{e}^{+} \mathrm{e}^{-}$collisions. $X$ denotes an arbitrary final-state particle.

This is needed in order to regularize the collinear singularities, as explained above.

## Event selection

We use the following charged-lepton acceptance cuts:

$$
\begin{array}{rlr}
p_{\mathrm{T}, \ell}>20 \mathrm{GeV}, & 10^{\circ}<\theta_{\ell}<170^{\circ}, \\
m_{\text {inv }, \ell^{\prime}}>10 \mathrm{GeV}, &
\end{array}
$$

with $\theta_{\ell}$ denoting the angle of the lepton with the positron-beam axis. In the ZZ case we impose an additional invariant-mass cut in analogy to (6.8):

$$
\begin{equation*}
81 \mathrm{GeV}<M_{\mu^{+} \mu^{-}}<101 \mathrm{GeV}, \quad 81 \mathrm{GeV}<M_{\tau^{+} \tau^{-}}<101 \mathrm{GeV} \tag{7.9}
\end{equation*}
$$

The photon-lepton recombination condition is given by (6.10) as in the FCC-hh setup. Furthermore, the condition (6.11) is enforced in all $\mathrm{SCET}_{\mathrm{EW}}$ calculations.

### 7.2. Validation

### 7.2.1. Double-pole approximation

As already mentioned in the previous section, the non-doubly resonant background can be quite sizeable for diboson processes at high-energy lepton colliders. Nevertheless we have to rely on the DPA in order to apply SCET $_{\text {EW }}$ to the production process. In the following we analyse the quality of the DPA in the same manner as in the FCC-hh setup.
For the validation of the DPA we use the same quantities as in Sec. 6.3.1 [See (6.22), (6.26)]. The deviation between DPA and off-shell result appears approximately constant over most of the phase space, with $\Delta_{\text {DPA }}$ fluctuating around $5 \%$ and $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ around $1.5-2 \%$, respectively.

## Z-pair production

The fiducial cross section for ZZ production reads

$$
\begin{equation*}
\sigma_{\text {full }}=0.013047(3) \mathrm{fb}, \quad \sigma_{\mathrm{DPA}}=0.012274(3) \mathrm{fb}, \quad \Delta_{\mathrm{DPA}}=5.93(2) \% \tag{7.10}
\end{equation*}
$$

All errors are MC integration errors. For the relative virtual corrections we obtain

$$
\begin{equation*}
\delta_{\text {full }}^{\text {virt }}=-44.58(2) \%, \quad \delta_{\mathrm{DPA}}^{\text {virt }}=-46.21(4) \%, \quad \delta_{\text {full }}^{\mathrm{virt}}-\delta_{\mathrm{DPA}}^{\mathrm{virt}}=1.63(2) \%, \tag{7.11}
\end{equation*}
$$

with the virtual corrections defined as in (6.25).
Fig. 7.2 shows the differential distributions of the ZZ-production cross section as well as the deviation between DPA and full result differential in the $\mu^{+}$angle, the $\tau^{-}$angle, the $\mu^{+}$energy, and the $\tau^{-} \mu^{-}$invariant mass. The scattering-angle distributions have a double-peak structure with maxima at $\theta_{\mu^{+}}=\theta_{\tau^{-}} \approx 25^{\circ}, \theta_{\mu^{+}}=\theta_{\tau^{-}} \approx 155^{\circ}$, corresponding to the $t$ - and $u$-channel enhancements, respectively. In the central region the cross section is suppressed by one order of magnitude. The virtual EW corrections vary between $-75 \%$ in the central region and $-20 \%$ in the tails.

The energy distribution is peaked at very low and very high energies with the first and last bin ( $E<75 \mathrm{GeV}, E>1425 \mathrm{GeV}$ ) being suppressed owing to the phase-space cuts. The relative virtual corrections are approximately constant over energy both in DPA and off-shell.

Finally we include a distribution over the invariant mass of the $\tau^{-} \mu^{-}$system, which is peaked around $M_{\tau^{-} \mu^{-}} \approx 800 \mathrm{GeV}$. The virtual EW corrections are rather constant over this distribution, varying around the $-45 \%$ obtained for the integrated result.

## W-pair production

For $\mathrm{W}^{+} \mathrm{W}^{-}$production we obtain the fiducial cross section

$$
\begin{equation*}
\sigma_{\text {full }}=1.760(7) \mathrm{fb}, \quad \sigma_{\mathrm{DPA}}=1.456(3) \mathrm{fb}, \quad \Delta_{\mathrm{DPA}}=17.3(4) \% . \tag{7.12}
\end{equation*}
$$

The relative virtual corrections read

$$
\begin{equation*}
\delta_{\text {full }}^{\text {virt }}=-33.9(2) \%, \quad \delta_{\text {DPA }}^{\text {virt }}=-34.6(1) \%, \quad \delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}=0.7(2) \% . \tag{7.13}
\end{equation*}
$$

Compared to the ZZ-production results, $\Delta_{\text {DPA }}$ is larger because the Z-window cuts isolate the doubly-resonant contributions. The difference $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ is smaller than one percent, indicating that treating the virtual corrections with the DPA does not introduce tremendous errors if the rescaling (6.27) is applied.

Figure 7.3 shows a comparison between fully off-shell results and the DPA on the differential level in the $\mu^{+}$and $\tau^{-}$production angle, the $\tau^{-}$energy, and the $\tau^{-} \mu^{+}$invariant mass in analogy to Fig. 7.2. The energy distribution is peaked at high charged-lepton energies for helicityconservation reasons: Because in the forward region, where the cross section is large, the $\mathrm{W}^{+} \mathrm{W}^{-}$ has a preferred polarisation configuration of $(-,+)$ and preferably decays into a high-energy lepton and a low-energy neutrino. In the high-energy tails the quality of the DPA is satisfactory ( $\Delta_{\text {DPA }}$ is about $15 \%$, but the difference of the relative corrections is $<1 \%$ ), while towards the low-energy regime $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ grows up to $25 \%$.

The angular distribution is clearly dominated by the forward region owing to the dominant contribution from the $t$-channel diagram. Towards the backward region the cross section decreases by up to four orders of magnitude. The off-shell virtual EW corrections are between $-20 \%$ and $-40 \%$ in the forward region, grow towards the central region and decrease again to $-30 \%$ in the backward region. Note that the virtual corrections in DPA reach $-80 \%$ in the backward region. The difference $\Delta_{\text {DPA }}$ between full calculation and DPA increases from $10 \%$ in the forward direction to $80 \%$ in the backward direction. The corresponding difference of the relative corrections remains below $5 \%$ in the forward hemisphere and increases where the cross section is small.


Figure 7.2.: Comparison between DPA and fully off-shell calculation for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow$ $\tau^{+} \tau^{-} \mu^{+} \mu^{-}$: Differential distributions in the $\mu^{+}$and $\tau^{-}$production angle, the antimuon energy, and the $\tau^{-} \mu^{-}$invariant mass. The upper panels show the differential cross sections, the middle ones the deviations owing to the DPA with $\Delta_{\text {DPA }}$ as defined in (6.22), while the lower ones show the relative virtual EW corrections.


Figure 7.3.: Comparison between DPA and fully off-shell calculation for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$: Differential distributions in the $\mu^{+}$and $\tau^{-}$production angle, the tau energy, and the $\tau^{-} \mu^{+}$invariant mass. The plots are structured as in Fig. 7.2.

| Pol. | $\sigma^{\mathrm{ZZ}} / \mathrm{fb}$ | $\delta$ | Pol. | $\sigma^{\mathrm{WW}} / \mathrm{fb}$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UU | $1.2274(3) \cdot 10^{-2}$ | 100\% | UU | 1.456(4) | 100\% |
| TT | $1.2249(11) \cdot 10^{-2}$ | 99.8\% | TT | 1.418(4) | $97.4 \%$ |
| TL+LT | $1.419(3) \cdot 10^{-5}$ | 0.11\% | TL+LT | $1.5013(10) \cdot 10^{-3}$ | 0.1\% |
| LL | $3.533(4) \cdot 10^{-8}$ | $\mathcal{O}\left(10^{-4}\right) \%$ | LL | $3.757(3) \cdot 10^{-2}$ | 2.5\% |
| $\Sigma$ | $1.2264(11) \cdot 10^{-2}$ | 99.9\% | $\sum$ | 1.457(4) | 100.1\% |

Table 7.1.: Integrated fiducial cross sections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$(left) and $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$(right) with definite polarisation states. The sum $\Sigma$ includes TT, TL+LT, and LL. All percentages $\delta$ are given with respect to the unpolarised result.

| Pol. | $\sigma^{\mathrm{ZZ}} / \mathrm{fb}$ | $\delta$ |
| :---: | :---: | ---: |
| TT | $1.2249(11) \cdot 10^{-2}$ | $100 \%$ |
| ++ | $7.430(8) \cdot 10^{-9}$ | $\mathcal{O}\left(10^{-5}\right) \%$ |
| +- | $6.172(6) \cdot 10^{-3}$ | $50.4 \%$ |
| -+ | $6.171(6) \cdot 10^{-3}$ | $50.4 \%$ |
| -- | $7.435(8) \cdot 10^{-9}$ | $\mathcal{O}\left(10^{-5}\right) \%$ |
| $\sum$ | $1.2343(8) \cdot 10^{-2}$ | $100.8 \%$ |


| Pol. | $\sigma^{\mathrm{WW}} / \mathrm{fb}$ | $\delta$ |
| :---: | :---: | ---: |
| TT | $1.418(3)$ | $100 \%$ |
| ++ | $\sim 5 \cdot 10^{-7}$ | $\mathcal{O}\left(10^{-5}\right) \%$ |
| +- | $0.06933(10)$ | $4.9 \%$ |
| -+ | $1.349(3)$ | $95.1 \%$ |
| -- | $\sim 5 \cdot 10^{-7}$ | $\mathcal{O}\left(10^{-5}\right) \%$ |
| $\sum$ | $1.418(4)$ | $100 \%$ |

Table 7.2.: Integrated fiducial cross sections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$(left) and $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$(right) with definite polarisation states. The sum $\Sigma$ includes ,,+++--+ , and -- . All percentages $\delta$ are given with respect to the TT value.

All in all, the DPA result at LO is never really appropriate. As discussed already in the previous section, that does not imply that the DPA is worthless because it is still possible to compute only the relative virtual corrections in DPA and use (6.26) as a measure of accuracy. In this respect the DPA works best in the regions of phase space, where the cross section is largest: In the forward region, in the region of large dilepton invariant masses, and for large lepton energies, $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ is at the subpercent level. Because these regions dominate the cross section, the small value in (7.13) is obtained. In some regions with small cross sections the DPA happens to fail completely. For instance, $\delta_{\text {full }}^{\text {virt }}-\delta_{\text {DPA }}^{\text {virt }}$ grows up to $\sim 50 \%$ in the backward region, where the cross section is dominated by singly-resonant contributions.

### 7.2.2. Polarised leading-order results

The integrated fiducial cross sections for all possible polarisation states are collected in Tabs. 7.1 and 7.2. The mass-suppressed contributions (mixed and longitudinal for ZZ production and mixed polarisations for $\mathrm{W}^{+} \mathrm{W}^{-}$production) can safely be neglected. The same holds for the interference terms since the sum of the polarisation states reproduces the unpolarised cross section up to $0.1 \%$. The transversal polarisation states with parallel polarisations, ++ and -- , are suppressed by $M_{\mathrm{W}}^{4} / s_{i j}^{2}$ in the high-energy limit and therefore definitely negligible (of $\mathcal{O}\left(10^{-7}\right)$ of the fiducial cross section).

The ZZ cross section receives a shift of about $-0.8 \%$ owing to interference contributions between the +- and the -+ polarisation state, see Tab. 7.2. In the $\mathrm{W}^{+} \mathrm{W}^{-}$case the transverse interference contributions are zero within the numerical accuracy of the MC integration error.

In Figs. 7.4, 7.5 we show the differential distributions in the same variables as in Figs. 7.2, 7.3 for ZZ and $\mathrm{W}^{+} \mathrm{W}^{-}$production, respectively. The plots are organised as in Sec. 6.3.2, the definitions of the variables $\Delta_{\mathrm{pol} / \mathrm{int}}$ can be found in (6.36), (6.37), and (6.38).

In the ZZ case the mixed polarisation configurations exhibit a maximum in the central region (see the $\mu^{+} / \tau^{-}$angle distributions in the upper row of Fig. 7.4), but do not exceed $0.5 \%$ even in this region. In the distributions of the $\tau^{-}$energy and the dilepton invariant mass the interference fluctuates on a slightly lower level, between $0.1 \%$ and $0.3 \%$.

In the $\mu^{+}$and $\tau^{-}$production-angle distributions in $\mathrm{W}^{+} \mathrm{W}^{-}$production (upper plots in Fig. 7.5) there is an increase of the mixed-polarised contributions in the backward-scattering region (large antimuon production angle, small tau production angle). Here the interference and mixed contributions account for up to $6 \%$, of which the major part is given by the mixed-polarisation contributions (difference between the red and green curve). Since the cross section is small in this region, the influence on the fiducial cross section is still small. In the $M_{\tau^{-} \mu^{+}}$distribution $\Delta_{\text {pol/int }}$ fluctuate in the range of $\pm 0.5 \%$ except for the last bin in the $M_{\tau^{-} \mu^{+}}$, which is likely a numerical artefact.

In Fig. 7.6 we show corresponding results for the interference contributions among the transverse polarisation states differential in the $\mu^{+}$production angle and the $\tau^{-}$energy. We can see that the interference contributions are distributed rather constant over both variables in both processes. In the ZZ case (plots on the l.h.s.) both contributions account for around $0.8 \%$. For $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$(plots on the r.h.s.) one can merely observe numerical fluctuations around 0 in regions with small cross section (small $\tau^{-}$energy and large $\mu^{+}$angles).

The error owing to the incoherent polarisation sum can thus concluded to be at the subpercent level for both processes (7.5), (7.6). In contrast to the hadron-collider setup both the contributions from mixed transverse/longitudinal configurations and the interference contributions between transverse and longitudinal polarisation states account for less than $1 \%$ of the unpolarised cross section almost on the whole phase space and can hence be neglected to a good approximation.

### 7.2.3. Real and virtual corrections

In analogy to the results of Sec. 6.3.3 in the FCC-hh setup we present the role of virtual and real corrections as well as the integrated dipoles within the Catani-Seymour subtraction framework. In Tab. 7.3 we show the respective contributions to the integrated fiducial cross section for both processes under consideration. The large negative virtual corrections determine the negative sign of the total NLO EW corrections, even though the inclusion of positive realradiation effects reduces the effect to $\sim-12 \%$ and $\sim-25 \%$ for $\mathrm{W}^{+} \mathrm{W}^{-}$and ZZ production, respectively. In Fig. 7.7 we show the subtracted real, virtual, and integrated dipole corrections (the latter two defined via their infrared finite parts) for $\mathrm{W}^{+} \mathrm{W}^{-}$production. We see that both the real and the idip contributions also develop large corrections, at least in some regions of phase space:

- In the backward-scattering region the corrections related to real radiation and the idip corrections are large. While the tree-level cross section of the dominating doubly-resonant transverse polarisation state is suppressed, the additional photon opens up new phase-space


Figure 7.4.: Polarised cross sections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$differential in the $\mu^{+}$and $\tau^{-}$production angle, the tau energy, and the $\tau^{-} \mu^{+}$invariant mass. The curves TL and LT are sometimes not to distinguish, the same holds for the TT, UU, and the sum $\Sigma$. More details on the curves can be found in Sec. 6.3.2.


Figure 7.5.: Polarised cross sections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$differential in the $\mu^{+}$ and $\tau^{-}$production angle, the tau energy, and the $\tau^{-} \mu^{+}$invariant mass. The curves TL and LT are sometimes not to distinguish, the same holds for the TT, UU, and the sum $\Sigma$. More details on the curves can be found in Sec. 6.3.2.


Figure 7.6.: Polarised differential cross sections in the $\mu^{+}$production angle and the $\tau^{-}$energy for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{Z}_{\mathrm{T}} \mathrm{Z}_{\mathrm{T}} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$(left) and $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}_{\mathrm{T}}^{+} \mathrm{W}_{\mathrm{T}}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$(right) broken down to the left $(+)$ and right-handed $(-)$ polarisation states. More details on the curves can be found in Sec. 6.3.2. All curves in the lower panels are normalised to the TT cross section. The -- and ++ curves are not always to distinguish.


Figure 7.7.: Real, virtual, and integrated dipole (idip) NLO EW corrections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$differential in the $\mu^{+}$and $\tau^{-}$production angle, the tau energy, and the $\mu^{+} \tau^{-}$invariant mass. The real and idip corrections are normalised by the fully off-shell LO cross section, while the virtual corrections are computed in the DPA. The definition of $\delta^{\mathrm{EW}}$ is given in eq. (6.39). To obtain the green curve in the upper panel the rescaling (6.27) is applied for the virtuals.

| Contribution | $\sigma^{\mathrm{ZZ}} /\left(10^{-2} \mathrm{fb}\right)$ | $\delta$ | Contribution | $\sigma^{\mathrm{WW}} / \mathrm{fb}$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LO | 1.3047(3) | - | LO | 1.760(7) |  |
| LO (DPA) | 1.2274 (3) | - | LO (DPA) | 1.456(4) |  |
| NLO virt | -0.5816(2) | -44.6\% | NLO virt | -0.5975(18) | -33.9\% |
| NLO virt (DPA) | $-0.5668(5)$ | -46.2\% | NLO virt (DPA) | -0.5032(2) | -34.6\% |
| NLO real | 0.032(5) | 2.5\% | NLO real | 0.1020(9) | 5.8\% |
| NLO idip | 0.2237 (8) | 17.1\% | NLO idip | 0.271(3) | 15.4\% |
| NLO tot | -0.3029 | -24.9\% | NLO tot | -0.222 | -12.6\% |
| NLO tot (DPA) | -0.3046 | -26.6\% | NLO tot (DPA) | -0.234 | -13.7\% |

Table 7.3.: Integrated fiducial cross sections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$(left) and $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ $\mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$(right) with NLO EW corrections in fixed order. The relative corrections $\delta$ are defined according to (6.39). To obtain the absolute values of the NLO corrections, the virtuals are rescaled according to (6.27).
configurations, leading to large positive relative corrections of over $100 \%$. In the integrated dipole formulae the convolution of the integrated splitting kernels with the reduced LO matrix elements yields the additional unsuppressed contributions (see the $x, z \neq 1$ terms in the formulae in Sec. 4.1).

- A similar mechanism holds for the small- $M_{\tau^{-} \mu^{+}}$region, for which the tree-level cross section is suppressed by the requirement that the $\mathrm{W}^{+} \mathrm{W}^{-}$-pair is produced back-to-back. If an additional photon is radiated, configurations with the charged leptons being parallel are more likely to occur leading to large real corrections.

On the other hand the EW corrections are dominated by the virtuals in the high-energy and high-dilepton-invariant-mass regimes as well as in the forward region, where the cross section is largest.

In the case of ZZ production, as displayed Fig. 7.8, a similar mechanism drives the relative real and integrated dipole corrections up in the region of small $M_{\tau^{-} \mu^{+}}$(see lower right plot) and, to some extent, also in the region of small $\tau^{-}$energy. Here the total EW corrections are positive because of the large real-radiation effects. For large values of $E_{\tau^{-}}$and $M_{\mu^{+} \tau^{-}}$the negative Sudakov corrections in the virtuals, that are about $-50 \%$, dominate the NLO corrections. Over the production-angle distributions, the real and idip corrections behave more "regular" (plots in the upper row), with the idip corrections ranging between $15 \%$ and $25 \%$ and the real corrections smaller than $10 \%$. The virtuals give negative corrections of between $-25 \%$ in the region of small or large production angles and $-70 \%$ in the central region.

Resumming the large Sudakov logarithms of virtual origin is thus clearly needed for a meaningful prediction, but in fact they are not the only large contribution to the EW corrections: The real-radiation effects, which in our setup are manifest by large integrated-dipole corrections, are large mainly for two reasons:

- the electron-mass dependence, see (7.2), for which resummation techniques are known, and


Figure 7.8.: Real, virtual, and integrated dipole (idip) NLO EW corrections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow$ $\tau^{+} \tau^{-} \mu^{+} \mu^{-}$differential in the $\mu^{+}$and $\tau^{-}$production angle, the tau energy, and the $\tau^{-} \mu^{+}$invariant mass. The plots are structured as in Fig. 7.7.

- the terms of the form $\log \frac{s_{i j}}{\mu_{\mathrm{IR}}^{2}}$ in the dipole formulae, see Sec. 4.1.

The shape of the $\tau^{-}$-energy and $M_{\tau^{-} \mu^{+}}$-invariant-mass distributions in Figs. 7.7 and 7.8 is mainly determined by the real-radiation correction effects.

### 7.2.4. SCET $_{\text {Ew }}$ vs. Fixed-order

The next step is again to check the validity of the $\mathrm{SCET}_{\mathrm{EW}}$ approximation $s, t, u \gg M_{\mathrm{W}}^{2}$. To estimate the order of magnitude of power-suppressed terms we calculate

$$
\begin{equation*}
\frac{M_{\mathrm{W}}^{2}}{(3 \mathrm{TeV})^{2}} \approx 7 \cdot 10^{-4}, \quad \frac{M_{\mathrm{Z}}^{2}}{(3 \mathrm{TeV})^{2}} \approx 9 \cdot 10^{-4} . \tag{7.14}
\end{equation*}
$$

These values are a lower boundary, as power corrections with $t$ and $u$ in the denominator can be expected to be larger by up to one order of magnitude.
The plots are organised as described in Sec. 6.3.4, but for each plot we added a curve showing the logarithmic approximation (LA), which is defined by neglecting all constant contributions and keeping only logarithmic corrections [19]. This has been put to use in some setups in which complete EW corrections are not available in order to include the dominant contributions, see for instance Ref. [71].

In the $\tau$-energy and $\tau$-production-angle distributions as well as the distributions in the $M_{\tau^{-} \mu^{+}}$ and $M_{\tau^{-} \mu^{-}}$invariant masses in ZZ production (Fig. 7.9), the deviation between the fixed-order result and $\mathrm{SCET}_{\text {EW }}$ approximation, parameterised as in (6.47), is about $0.4 \%$ at Born level and roughly constant over all distributions. The accuracy of the relative virtual corrections is even better: $\delta_{\mathrm{FO}}^{\mathrm{virt}}-\delta_{\mathrm{SCET}}^{\mathrm{virt}}$ is $\lesssim 0.1 \%$ on the whole fiducial phase space. The LA describes the full result well only in the central region $50^{\circ} \leq \theta_{\tau} \leq 140^{\circ}$. Outside this region, the omitted $\mathcal{O}(\alpha)$ terms contribute by up to $15 \%$ with respect to LO. In the invariant-mass distributions, $\Delta_{\text {DPA }}$ as well as the difference between the virtual corrections is more or less uniformly distributed. Like in the lepton-energy distribution, the LA is nowhere really appropriate.

The results for the distribution in the antimuon production angle in $\mathrm{W}^{+} \mathrm{W}^{-}$production are displayed in Fig. 7.10 for longitudinal and transverse polarisations separately, both as a consistency check and in order to spot possible differences: The unpolarised results are qualitatively well described by the purely transverse contributions in all cases. In the longitudinal case, $\Delta_{\text {SCET }}$ shows an asymmetric behaviour, ranging from $\sim+0.7 \%$ in the forward to $-5 \%$ in backward region (not visible in the plot). The deviation in the virtual corrections, $\delta_{\mathrm{FO}}^{\text {virt }}-\delta_{\mathrm{SCET}}^{\text {virt }}$ grows from $-0.2 \%$ in the forward region to only $0.8 \%$ in the backward region. In the central region, which dominates the cross section, both quantities are close to 0 . Together with the cancellation of positive and negative deviations, this yields a value below $0.1 \%$ for the fiducial cross section. In the transverse case both $\Delta_{\mathrm{SCET}}$ and $\delta_{\mathrm{FO}}^{\text {virt }}-\delta_{\mathrm{SCET}}^{\text {virt }}$ vary between $-0.5 \%$ and $+0.5 \%$, except for the last bin in the backward region, where the cross section is suppressed. For transverse W-pair production the LA is a reasonable approximation in the central region (similar as in the ZZ case), while for longitudinal W-boson production the non-logarithmic $\mathcal{O}(\alpha)$ terms contribute more than ten percent over most of the distribution.
All in all, the deviations between fixed-order and SCET results are at the level of one percent and hence in the range expected for power-suppressed corrections, which can safely be neglected in the considered setups. An exception is given by the purely longitudinally polarised $\mathrm{W}^{+} \mathrm{W}^{-}$ production in the backward region, which is, however, phenomenologically not relevant.


Figure 7.9.: Virtual corrections to $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$differential in the $\mu^{+}$and energy, and the $\tau^{-} \mu^{+}$and $\mu^{-} \tau^{-}$invariant masses, calculated in conventional fixed-order perturbation theory compared to the first-order expansion of the SCET results in $\alpha$.


Figure 7.10.: Virtual corrections to $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$differential in the antimuon production angle and energy with longitudinally (left) and transversely (right) polarised W bosons calculated in conventional fixed-order perturbation theory compared to the first order expansion of the SCET results in $\alpha$.

### 7.2.5. Individual SCET contributions

The individual contributions within the $\operatorname{SCET}_{\text {EW }}$ calculation expanded to $\mathcal{O}(\alpha)$ are displayed in Figs. 7.11, 7.12, and 7.13. The descriptions of the contributions can be found in Sec. 6.3.4.

Conceivably the DL contributions are by far the dominant ones, followed by the SL, Soft, and PR ones. The most important qualitative difference between the two sample processes is the sign of the SL contribution, which is positive for transverse gauge bosons and fermions. When longitudinal gauge bosons are involved, the top-mass enhanced last term in (5.41), which comes with a different sign, dominates the SL contribution and renders it negative (see Fig. 7.13).

As is to be expected, the main difference with respect to the hadronic case is that many quantities are constant or almost constant over the whole phase space: The phase-space dependence, i.e. the shape of the distributions is mostly determined by the soft and the high-scale matching contributions. For $\mathrm{W}^{+} \mathrm{W}^{-}$production all other contributions are completely flat for both polarisation states. In the ZZ plots the other contributions have a slight angular dependence owing to the different corrections to the subamplitudes associated with left- and right-handed electrons in the initial state. In this context it is worth mentioning that one can observe a partial cancellation between the HSM and Soft contributions, which can be explained by the fact that within the $\mathrm{SCET}_{\mathrm{EW}}$ formalism the angular dependent logarithms in the total correction are split according to (we pick the Mandelstam variable $t$ for definiteness)

$$
\begin{equation*}
\frac{1}{2} \log ^{2}\left(\frac{-t}{M_{\mathrm{W} / \mathrm{Z}}^{2}}\right) \rightarrow \underbrace{\frac{1}{2} \log ^{2}\left(\frac{-t}{s}\right)}_{\in \mathrm{HSM}}+\underbrace{\log \left(\frac{-t}{s}\right) \log \left(\frac{s}{M_{\mathrm{W} / \mathrm{Z}}^{2}}\right)}_{\in \boldsymbol{\gamma}_{\mathrm{S}}}+\underbrace{\frac{1}{2} \log ^{2}\left(\frac{s}{M_{\mathrm{W} / \mathrm{Z}}^{2}}\right)}_{\in \gamma_{\mathrm{C}}} \tag{7.15}
\end{equation*}
$$

The l.h.s. is proportional to a single contribution obtained in LA in fixed-order, even though in the strict LA expansion the first term on the r.h.s. is neglected (see Ref. [19]). The first term on the r.h.s. contains no low-energy information and is hence part of the high-scale matching coefficients, while the second and third terms are part of the anomalous dimension. If $-t$ becomes small with respect to $s$, the first term will be the dominant one in the HSM and gives a positive contribution, while the second one gives a negative contribution (up to prefactors that might yield another global sign). Therefore in the small- $|t|$ tails the HSM- and $\gamma_{S}$-related contributions are always of opposite sign.

Finally we remark that recent implementation of EW corrections in LA have in some occasions included also the universal first terms on the r.h.s., see Refs. [71-73].

### 7.3. Resummed results

In this section we discuss the influence of the resummation of the observables discussed before. In contrast to the FCC-hh setup the validity of the $\mathrm{SCET}_{\mathrm{EW}}$ assumption is not restricted to certain high-energy tails. It is therefore worthwhile to consider also fiducial cross sections as well as the shape of normalised distributions. We consider the same grades of resummation as in the FCC-hh setup (a list of included contributions in the respective calculations can be found in Sec. 6.4). All relative corrections are defined as in (6.48),

$$
\begin{equation*}
\delta^{\mathrm{res}}=\frac{\mathrm{d} \sigma^{\text {SCET }}-\mathrm{d} \sigma^{\text {Born, SCET }}}{\mathrm{d} \sigma^{\text {Born, SCET }}} \tag{7.16}
\end{equation*}
$$



Figure 7.11.: Individual SCET contributions in differential distributions in the antimuon production angle and energy in $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$. The meaning of the abbreviations is explained in the text in Sec. 6.3.4.


Figure 7.12.: Individual SCET contributions in differential distributions in the tau production angle and energy in $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$with transversely polarised W bosons. The meaning of the abbreviations is explained in the text in Sec. 6.3.4.


Figure 7.13.: Individual SCET contributions in differential distributions in the tau production angle and energy in $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$with longitudinally polarised W bosons. The meaning of the abbreviations is explained in the text in Sec. 6.3.4.

| Accuracy | $\sigma^{\mathrm{WW}} / \mathrm{fb}$ | $\delta^{\text {EW }}$ | Accuracy | $\sigma^{\mathrm{ZZ}} / \mathrm{fb}$ | $\delta^{\text {EW }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fixed order | 1.519(9) | -13.7\% |  |  |  |
| SCET $\mathcal{O}(\alpha)$ | 1.524(9) | -13.4\% | Fixed order | 0.00958(5) | -26.6\% |
| LL+NLO |  | 8.0\% | $\operatorname{SCET} \mathcal{O}(\alpha)$ | 0.00960(5) | -26.4\% |
|  | 1.901(9) | - | LL+NLO | $0.01262(5)$ | -3.3\% |
|  |  | -19.6\% | $\mathrm{NLL}_{\mathrm{FO}}+\mathrm{NLO}$ | 0.00952(5) | -27.0\% |
| NLL+NLO | 1.563(9) | -11.2\% | NLL+NLO | 0.01127(5) | -13.6\% |
| LL+NLO+running | 2.044(9) | 16.1\% |  |  |  |

Table 7.4.: Integrated fiducial cross sections for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$(left) and $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$(right) with the virtual corrections replaced by the respective SCET $_{\text {EW-resummed results. The contributions included in the }}$ (N)LL+NLO calculations are given in Sec. 5.3.
in the following.

### 7.3.1. Integrated cross sections

In the case of $\mathrm{W}^{+} \mathrm{W}^{-}$production (1.h.s. of Tab. 7.4) the LL resummation shifts the NLO FO cross section by $21.4 \%$ of the the LO cross section. From Tab. 7.4 this is obtained as the difference between SCET $\mathcal{O}(\alpha)$ and LL+NLO. The magnitude of this effect can be estimated from the size of the DL corrections to the transverse polarisations ( $80 \%$ ) as $\exp (-0.8)-1+0.8 \approx 25 \%$. The difference between LL+NLO and NLL+NLO is about $-19 \%$ with respect to Born. This quantity serves as a measure for the effect of the NLL resummation alone (without the effect of the LL resummation). To determine the effect of the most important terms of the NLL resummation, we can consider the difference between $\mathrm{LL}+\mathrm{NLO}$ and $\mathrm{NLL}_{\mathrm{FO}}+\mathrm{NLO}$, which is about $-28 \%$. These schemes differ by the terms given in the second column of (5.87) (excluding the uppermost one of course), of which the dominant one is the $\alpha^{2} \mathrm{~L}^{3}$ term. It turns out that these terms have an even larger impact than the ones in the first column (again excluding the first one). The remaining $9 \%$ are then given by the resummed single logarithms, i.e. the second column of (5.89).

For ZZ-pair production one has a similar picture: The LL resummation accounts for a $\sim 23 \%$ shift. Going to NLL $_{F O}$ slightly overcompensates this effect: The cross section is shifted by $-24 \%$. And the remaining NLL terms produce another positive shift of $\sim 14.5 \%$.
It can therefore be concluded that an accurate theoretical prediction for this collider setup should include at least NLL-resummed EW corrections. Also the influence of higher-order terms in the log-counting as well as a resummation of the logarithms associated with coupling renormalisation should be analysed.

### 7.3.2. Differential distributions

## Virtual corrections only

In the following we discuss how the resummation affects the differential distributions. In analogy to Sec. 6.4 we start by comparing the virtual corrections in the resummed and unresummed case.


Figure 7.14.: Effect of the SCET resummation on distributions in the antimuon production angle and energy of the virtual EW corrections to $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$ with longitudinal (left) and transverse (right) W bosons.


Figure 7.15.: Effect of the SCET resummation on distributions of virtual corrections to $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$differential in the antimuon production angle and energy, as well as the $\tau^{-} \mu^{-}$and $\tau^{-} \mu^{+}$invariant mass.

The result can be found in Figs. 7.14, 7.15 for several differential distributions in $\mathrm{W}^{+} \mathrm{W}^{-}$- and ZZ-pair production, respectively.

Compared to the analogous discussion in Sec. 6.4, we show in addition the curves from the "naive" exponentiation,

$$
\begin{equation*}
\delta_{\mathrm{FO}}^{\text {virt }} \rightarrow \exp \left(\delta_{\mathrm{FO}}^{\text {virt }}\right), \tag{7.17}
\end{equation*}
$$

which has occasionally be employed, see for instance Ref. [76].
The effect of the LL resummation is (almost) constant over phase space. This is (roughly) the deviation between the $\mathcal{O}(\alpha)$ (orange) curve and the dark green curve, up to $\mathcal{O}\left(\alpha^{2} \mathrm{~L}\right)$-contributions from the product of one-loop matching and $\mathcal{O}(\alpha)$ soft anomalous dimension, see (5.95) and the footnote underneath. The effects of the NLL and $\mathrm{NLL}_{\mathrm{FO}}$ terms are strongest in the forward region, where the angular-dependent logarithms are large (see the "SCET Soft" curves in Fig. 7.12). Here the total negative shift due to the NLL $_{F O}$ terms (the difference between the dark green and the pale green curve, $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{3}\right)$ ) grows up to $\sim 20 \%$ in the longitudinal case and exceeds $30 \%$ in the transverse case. The larger impact in the transverse case is explained both by the larger values of the double logarithms (owing to larger EW Casimir for transverse W bosons) and by the fact that the Yukawa-coupling term in the Goldstone-boson anomalous dimension (5.41) contributes with a negative sign to the SL corrections, leading to a smaller value for the SL corrections in the longitudinal case. Towards the backward region the magnitude of the shifts shrinks until it eventually changes the sign and becomes positive for small scattering angles $\left(\theta_{\mu^{+}} \gtrsim 150^{\circ}\right)$. This region, however, contributes little to the total cross section. The NLL terms (difference between pale green and red curve) show a similar behaviour and range between $+15 \%$ and about $0 \%$ for both polarisation states. Since these terms are dominated by the exponential of the soft anomalous dimension, their dependence on the polarisation state is weaker: the angular-dependent logarithms have a similar magnitude ( $\sim 60 \%$ ) for both polarisation states (see Figs. 7.12, 7.13). In the muon-energy distribution all resummation effects are more or less flat in the longitudinal case. In the transverse case the effects of both the NLL ${ }_{F O}$ and NLL terms are largest in the high-energy region and decrease towards lower energies.

The quality of the naive exponentiation prescription is different for the polarisation states: Because of the small single-logarithmic corrections, the corrections in the longitudinal case are strongly dominated by the DL corrections and the naive exponentiation prescription works well in the sense that it reproduces the NLL+NLO result up to $\lesssim 1 \%$. In the dominating transverse case the difference between the NLL+NLO result and the naive prescription is significant, reaching more than $10 \%$ with respect to Born in the backward region. In the small-energy regime and in the forward region, where the cross section is large, the difference accounts for $\lesssim 5 \%$.

In Fig. 7.15 we show the analogous distributions for ZZ production. For the antimuon-energy distribution the curves for the relative corrections are approximatively parallel, which implies that the resummation effects are more or less constant. In the angular distribution for the antimuon the $N L L_{F O}$ and NLL terms have larger effects in the forward and backward region: The shift between the green curves reaches $30 \%$ in the first and last bin, while in the central region it is about $12 \%$. The shift between pale green and red curve is about $25 \%$ in the forward and backward region and about $7 \%$ in the central region. At the end this implies that going from LL to NLL (from dark green to red) yields a roughly constant shift of about $5 \%$.

The naive exponentiation describes the exponentiation well for moderate lepton production angles ( $40^{\circ} \lesssim \theta_{\mu^{+}} \lesssim 70^{\circ}$ ), while both in the central region and in the forward and backward
regimes it introduces an error of $3 \%-5 \%$. Over the lepton energy, the error is more or less uniformly distributed, accounting for $\sim 3 \%$.

## Full resummed differential cross sections

Figures 7.16 and 7.17 show the same differential distributions as Figs. 7.14 and 7.15, but with the full NLO cross sections summed over the polarisations and including contributions of real corrections, virtual (factorisable and non-factorisable) corrections, and integrated dipoles. All cross sections have been converted to expected event rates at CLIC using (6.15) and (7.4).

Figure 7.16 confirms that the anticipated statistics of the considered ZZ decay channel is rather low, owing to the purely leptonic final state: The cross section of $\sim 10 \mathrm{ab}$ is expected to yield around 50 events in total, rendering a measurement at the differential level impossible. One should, however, notice that the $\mathrm{SCET}_{\mathrm{EW}}$ results can be used in the same way for the more prominent decay channels with expected event rates being larger by a factor 10-100. Besides that the radiative corrections are dominated by real-radiation effects in the low leptonenergy regime (see upper right plot), where including the real corrections renders the total NLO EW corrections positive. In the angular distribution (upper left plot) the effects of the real corrections appear to be strongest in the central region, thus flattening the curves of the relative corrections compared to Fig. 7.15. The invariant-mass distributions receive huge corrections in the small-invariant-mass region, which is suppressed for Born-like kinematics.

In the $\mathrm{W}^{+} \mathrm{W}^{-}$case (Fig. 7.17), in contrast, the expected statistics is sufficient on a wide range of phase space. In regions with particularly large cross sections, such as the forward direction or the high-energy and high-invariant-mass regions both the effects of the LL and NLL ${ }_{F O}$ contributions clearly exceed the numerical uncertainties, suggesting that the NLL- and NLO-effects may be visible within this experimental setup. At the end the NLL results incidentally lie within the shaded bands again. In the backward region (large $\theta_{\mu^{+}}$) as well as in the region of small dilepton invariant masses, we observe that, while the total cross section is suppressed, the relative EW corrections reach high positive values because they are, like in the ZZ case dominated by real-radiation effects. This can be explained by the fact that the additional photon opens up kinematically suppressed phase-space regions. A similar effect can be observed in the region of small antimuon energies and small dilepton invariant masses.

## Normalised distributions

Finally we investigate some of the distributions normalised on the respective total cross sections, which is a common technique to analyse the shapes of curves with different normalisation.
In Fig. 7.18 this is done for distributions from Fig. 7.16 in ZZ-production. Each plot contains the LO result and the both the fixed-order NLO result and the resummed $\mathrm{SCET}_{\text {Ew }}$ predictions as defined in (5.95). Because of the low statistics, we do not include the uncertainties in this plot: obviously the uncertainties are larger than the differences between the curves. The curves in the production-angle plot are slightly stretched towards the forward and backward regions by the EW corrections because the impact of the corrections is largest near the minimum in the central region. Near the maxima the corrections are smaller and the peak of the normalised distribution gets higher. The large corrections in low-energy tail lead to a distortion of the curve towards the low-energy region, when the NLO EW corrections are included. In all distributions the inclusion of the $\mathrm{SCET}_{\mathrm{EW}}$ resummation partially reverses the effects of the NLO corrections. While the inclusion of NLO EW corrections appears mandatory to obtain a qualitatively accurate


Figure 7.16.: Differential distributions in the $\mu^{+}$production angle and energy, as well as the $\tau^{-} \mu^{-}$and the $\tau^{-} \mu^{+}$invariant masses for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$with the error on the counting rates shaded around the purple curves.


Figure 7.17.: Differential distributions in $\theta_{\mu^{+}}, E_{\mu^{+}}$, and $M_{\tau^{-} \mu^{+}}$for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow$ $\mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$with the error on the counting rates shaded around the purple curves.


Figure 7.18.: Normalised distributions for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{ZZ} \rightarrow \tau^{+} \tau^{-} \mu^{+} \mu^{-}$differential in the antimuon production angle and energy, as well as the invariant masses of the $\tau^{-} \mu^{-}$ and the $\tau^{-} \mu^{+}$systems.
prediction, the influence of the resummation does not change the curves in a measurable way even if higher statistics is assumed.

For $\mathrm{W}^{+} \mathrm{W}^{-}$production the results are shown in Fig. 7.19. The distributions are same as in Fig. 7.17 and we also included the statistical uncertainties from the previous plots. The angular distribution is peaked in the forward region. The peak is slightly lowered by including the NLO corrections, which is again partly undone if $\mathrm{SCET}_{\mathrm{EW}}$ is applied. On the other hand the muonenergy and the $M_{\tau^{-} \mu^{+}}$distributions are flattened towards smaller values, which is mostly an effect of real radiation. In both cases including the resummation partly removes the effect of the virtual corrections. The effects do exceed the statistical uncertainties, but they are of the same order of magnitude. Note that the approximately constant shift owing to the LL resummation implies that the shape of the curve is not changed with respect to the FO result, which is indeed what can be seen in the results.

All in all, we conclude that a measurable effect of the $\operatorname{SCET}_{\text {EW }}$ on normalised diboson distributions at the CLIC collider is unlikely. If at all, distortions in the regions of high- and low-energy tails may exceed the experimental errors.

### 7.3.3. Effect of the running couplings

In this section, we investigate the impact of the parameter-logarithm resummation, as compared to the $\mathrm{LL}+\mathrm{NLO}$ scheme (see Sec. 5.3). Recapitulate that the included terms are given by (5.95). In addition we fix $\alpha$ by its value in the $\overline{\mathrm{MS}}$ scheme at $M_{\mathrm{Z}}$ (see Sec. 10 of Ref. [238])

$$
\begin{equation*}
\alpha\left(M_{\mathrm{Z}}\right)=\frac{1}{127.952} \tag{7.18}
\end{equation*}
$$

at the low scale. From the input for $c_{\mathrm{w}}$ and $s_{\mathrm{w}}$,

$$
\begin{equation*}
c_{\mathrm{w}}^{2}\left(M_{\mathrm{Z}}\right)=\frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}, \quad s_{\mathrm{w}}^{2}\left(M_{\mathrm{Z}}\right)=1-c_{\mathrm{w}}^{2}\left(M_{\mathrm{Z}}\right), \tag{7.19}
\end{equation*}
$$

we infer the values for the $\mathrm{U}(1)$ and $\mathrm{SU}(2)$ gauge couplings at $M_{\mathrm{Z}}$ :

$$
\begin{equation*}
g_{1}\left(M_{\mathrm{Z}}\right)=\frac{\sqrt{4 \pi \alpha\left(M_{\mathrm{Z}}\right)}}{c_{\mathrm{w}}\left(M_{\mathrm{Z}}\right)}, \quad g_{2}\left(M_{\mathrm{Z}}\right)=\frac{\sqrt{4 \pi \alpha\left(M_{\mathrm{Z}}\right)}}{s_{\mathrm{w}}\left(M_{\mathrm{Z}}\right)} . \tag{7.20}
\end{equation*}
$$

For the high-scale contributions the one-loop RGE solutions for the EW gauge couplings,

$$
\begin{equation*}
g_{1 / 2}^{2}\left(\mu_{\mathrm{h}}\right)=\frac{g_{1 / 2}^{2}\left(M_{\mathrm{Z}}\right)}{1-\beta_{0,1 / 2} \frac{g_{1 / 2}^{2}\left(M_{\mathrm{Z}}\right)}{8 \pi^{2}} \log \frac{\mu_{\mathrm{h}}}{M_{\mathrm{Z}}}}, \tag{7.21}
\end{equation*}
$$

with $\beta_{0,1 / 2}$ defined in (3.120), are used as input parameters.
The difference between the two setups at the integrated level is about $8 \%$ with respect to the Born for $\mathrm{W}^{+} \mathrm{W}^{-}$production, see rows 4 and 7 on the left of Table 7.4. The major part of this effect is explained by the $\alpha^{2} \mathrm{~L}^{3}$ contributions associated with the running of the couplings, which are not present in our definition of LL+NLO. While this effect is conceivably smaller than the difference between LL and $\mathrm{NLL}_{\mathrm{FO}}$, which is also caused by $\alpha^{2} \mathrm{~L}^{3}$ effects, it is not negligible and a should be taken into account.


Figure 7.19.: Normalised distributions for $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}^{+} \mathrm{W}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$differential in the antimuon production angle and energy and the $\tau^{-} \mu^{+}$invariant mass with the error on the counting rates shaded around the purple curves.


Figure 7.20.: Effect of the running EW gauge couplings in $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}_{\mathrm{T}}^{+} \mathrm{W}_{\mathrm{T}}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$ differential in the muon production angle and energy.


Figure 7.21.: Effect of the running EW gauge couplings in $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{W}_{\mathrm{L}}^{+} \mathrm{W}_{\mathrm{L}}^{-} \rightarrow \mu^{+} \nu_{\mu} \bar{\nu}_{\tau} \tau^{-}$ differential in the muon production angle and energy.

The differential results are shown in Figs. 7.20 and 7.21 for the production of transverse and longitudinal W bosons, respectively. The phase-space variation of the difference is at the level of few percent. While the aforementioned $\alpha^{2} \mathrm{~L}^{3}$ terms are constant, a small dependence is explained by the fact that the dominant phase-space dependent contributions, namely the angular-dependent logarithms, are calculated with a different value of $\alpha$.

## 8. Conclusion and outlook

For a long time it has been known that Sudakov logarithms can potentially spoil the convergence of the perturbation series in the weak coupling constant, which poses limitations for the accuracy of theoretical predictions especially at future colliders. Soft-collinear effective theory for electroweak corrections $\left(\mathrm{SCET}_{\mathrm{EW}}\right)$ has been shown to be an appropriate framework to resum these large logarithms to all orders in the coupling constant.

In this thesis, we presented an automation framework for the computation of resummed EW Sudakov corrections to collider processes. Complicated processes with internal unstable vector bosons are factorised into simpler subrocesses using the double-pole approximation (DPA) and the matrix elements for the vector-boson-production subprocess are calculated using a $\mathrm{SCET}_{\mathrm{EW}}$ factorisation formula. This formula is valid to leading power, thus neglecting all terms of $\mathcal{O}\left(M_{\mathrm{W}}^{2} / s_{i j}\right)$ with $s_{i j}$ being a kinematic invariant of the production subprocess. The longitudinal degrees of freedom of the massive EW vector bosons are treated using the Goldstone-boson equivalence theorem (GBET). Using an operator basis with charge and flavour eigenstates allows for the evaluation of the tree-level and one-loop Wilson coefficients and operator matrix elements in the symmetric phase of the Standard Model (SySM) using Recola2. All other ingredients of the factorisation formula are process independent and have been directly implemented into the MC-integration program MoCaNLO, which is used for the numerical evaluation of crosssections on the integrated and fully-differential level.
We applied the setup to pair production of massive EW gauge bosons within two different collider setups. In the hadron-hadron Future Circular Collider (FCC-hh) setup, even though a beam energy of $\sqrt{s}=100 \mathrm{TeV}$ is assumed, the bulk of the diboson cross-section is found to originate from interactions, which do not allow the application of $\mathrm{SCET}_{\mathrm{EW}}$ because at least one kinematic invariant is not large compared to the EW scale. In the high-energy tails of differential distributions, however, we find the $\mathrm{SCET}_{\mathrm{EW}}$ assumption to be increasingly well working, reaching subpercent accuracy in experimentally accessible regions for all quark-induced diboson-production channels, given the assumed FCC-hh luminosity. In these regions, which are typically within an energy range of $3-12 \mathrm{TeV}$, the Sudakov logarithms render the EW corrections of $\mathcal{O}(1)$, such that a resummation is inevitable.

The DPA introduces large errors in some tails, indicating a strong influence from non-doubly resonant contributions. This is particularly relevant in the high $-p_{\mathrm{T}, \ell}$ tails of distributions for processes involving W bosons, which do not allow a direct invariant-mass phase-space cut on their decay products. In these processes the DPA-approximated results are off the off-shell results by up to $50 \%$. The suppression of non-resonant background can thus be expected to be a general issue for both experimental and theoretical investigations of diboson processes at these energy scales. For ZZ production, the DPA works within the expected accuracy.

We investigated the effect of the $\mathrm{SCET}_{\text {EW }}$ resummation in several steps, studying the influence of the individual terms in the logarithm counting. The leading-logarithm (LL) resummation has a huge effect in the high-energy tails, shifting the differential cross sections by $60 \%$ $100 \%$, depending on the process and the polarisation state under consideration. The dominant
transverse polarisation states are affected stronger than the longitudinal ones. The terms that are next-to-leading-logarithmic in the fixed-order counting scheme ( $\mathrm{NLL}_{\mathrm{FO}}$ ) give large negative contributions, leading to a strong cancellation with the LL terms. At the end, we find that the next-to-leading-logarithmic (NLL) results, which include also terms of $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{2}\right)$ differ from the fixed-order results by about $10 \%$ at several TeV , which is certainly a non-negligible effect, given the high desired accuracy.

In the second part we investigated $\mathrm{W}^{ \pm}$and Z -boson pair production in $\mathrm{e}^{+} \mathrm{e}^{-}$collisions at $\sqrt{s}=3 \mathrm{TeV}$, inspired by the Compact Linear Collider (CLIC) project. In contrast to the first setup, the $\mathrm{SCET}_{\text {EW }}$ assumption is reasonable on the whole phase space in this case. In some regions, such as for small lepton production angles or energies, the electroweak corrections are, however, dominated by real-radiation effects, which can not be treated using SCET $_{\text {EW }}$.

In the case of $\mathrm{W}^{ \pm}$pair production, there are again large deviations between the off-shell and the DPA results. They are, however, strongest in phase-space regions with small cross sections, such as the backward region. In the regions that dominate the cross section, the DPA is found to work well if only the relative virtual corrections are computed in the DPA.
In fixed order we find relative next-to-leading order (NLO) EW corrections to amount for $-13.5 \%$ and $-24.8 \%$ at the integrated level for $\mathrm{W}^{ \pm}$and Z -boson pair production, respectively. The NLL+NLO SCET ${ }_{\text {EW }}$ corrections correspond to corrections of $-11.1 \%$ in the W-pair production and $-11.8 \%$ in the Z-pair production with respect to the Born cross section. These relatively small shifts arise again from cancellations between positive LL and negative $\mathrm{NLL}_{\mathrm{FO}}$ terms. While these effects exceeding the expected statistical uncertainties on a wide range of phase space at least for $\mathrm{W}^{ \pm}$-pair production, the shape of normalised distributions remains more or less unaffected.

In addition we investigated the impact of the running EW couplings in $\mathrm{W}^{ \pm}$pair production. The fact that the effect of the resummation of the associated logarithmic corrections accounts for a $+8 \%$ shift on the integrated cross section at LL accuracy indicates that a closer investigation of the associated higher-order terms would also be worthwhile in the future.

The resummation of EW Sudakov logarithms will undoubtedly be a topic of concern in the era of next-generation colliders. While we demonstrated some important phenomenological effects of the $\mathrm{SCET}_{\text {EW }}$ resummation in high-energy collisions, there are some complications with the consistent application of SCET $_{\text {EW }}$ to complicated processes, which are in particular associated with the treatment of non-resonant contributions and the interplay with real-radiation effects. A complete NLL resummation requires also the inclusion of the two-loop cusp anomalous dimensions as well as the complete running of the SM gauge couplings.

## A. One-loop Feynman integral calculus

In this appendix we collect some basic tools for the calculation of one-loop integrals.

## A.1. Dimensional Regularisation

In this appendix we review the concept of Dimensional regularisation (DimReg) and collect some basic conventions and notations. The Feynman rules of quantum field theory require integration over each loop momentum $k$ when calculating S-matrix elements. When written in four space-time dimensions, these integrals may show singularities

- as $|k| \rightarrow 0$ or $k \| p$ for $p$ external (IR), or
- or as $|k| \rightarrow \infty$ (ultraviolet, UV).

In order to assign values to these integrals cut-off quantities are introduced which parameterise the infinite behaviour. This is referred to as regularisation. Of course any physical quantity has to be independent of the cut-off parameters, which happens in different ways for UV- and IR-related divergences, respectively: UV divergences are removed by applying a renormalisation transformation with suitable counterterms (see Sec. 2.2), while IR divergences cancel between virtual and real corrections via the KLN theorem.

Dimensional regularisation $[148,149]$ provides a way to regularise both types of divergences by shifting the number of space-time dimensions occurring in the integration measure away from $D=4$ :

$$
\begin{equation*}
\int \mathrm{d}^{4} k \rightarrow(2 \pi \mu)^{4-D} \int \mathrm{~d}^{D} k, \quad D \in \mathbb{C} \tag{A.1}
\end{equation*}
$$

where the scale variable $\mu$ is introduced to retain the mass dimension of the integral. Note that $D$ is assumed to be complex in order to use analytic properties of the resulting integrals interpreted as functions of $D$. The defining properties of dimensionally regulated integrals are linearity and a proper scaling behaviour. One result which follows from these requests is the fact that scaleless integrals are zero, i.e.

$$
\begin{equation*}
\int \mathrm{d}^{D} k\left(k^{2}\right)^{\alpha}=0 \tag{A.2}
\end{equation*}
$$

for all $\alpha \in \mathbb{C}$ [239]. This seemingly paradox result has important consequences, as it implies that all integrals without a dependence on any scale evaluate to zero. Furthermore, any scaleless integral $I$ can be written as a (vanishing) sum of UV and IR poles:

$$
\begin{equation*}
I=\sum_{k}\left(\frac{C_{k}}{\varepsilon_{\mathrm{UV}}^{k}}-\frac{C_{k}}{\varepsilon_{\mathrm{IR}}^{k}}\right) \tag{A.3}
\end{equation*}
$$



Figure A.1.: Wick rotation for the one-point integral. The pole positions are marked with crosses, and the contour is closed in a way that the contour integral vanishes.
with some coefficients $C_{k}$ and $\varepsilon_{\mathrm{UV} / \text { IR }}$ defined via

$$
\begin{equation*}
D=4-2 \varepsilon_{\mathrm{UV} / \mathrm{IR}} . \tag{A.4}
\end{equation*}
$$

The coefficients in (A.3) can be extracted by regularising either the UV or the IR divergences with a scheme different from DimReg.

## A.2. The scalar one-point integral

As an example, and because the result will be used in a later calculation, we demonstrate the calculation of the $D$-dimensional one-point integral defined as

$$
\begin{equation*}
A_{0}\left(M^{2}\right)=\frac{\mu^{4-D}}{\mathrm{i} \pi^{2}} \int \frac{\mathrm{~d}^{D} k}{k^{2}-M^{2}+\mathrm{i} 0}=\frac{\mu^{4-D}}{\mathrm{i} \pi^{2}} \int_{-\infty}^{\infty} \mathrm{d} k_{0} \int \frac{\mathrm{~d}^{D-1} \boldsymbol{k}}{k_{0}^{2}-\boldsymbol{k}^{2}-M^{2}+\mathrm{i} 0} \tag{A.5}
\end{equation*}
$$

The scalar one-point integral is the simplest Feynman integral and is therefore a natural candidate to exemplify some important techniques of Feynman-integral calculus. It is sometimes referred to as the tadpole integral because of the shape of the associated Feynman diagrams.

In the last step of (A.5), the time component of the loop-momentum Minkowski four vector $k$. In order to obtain a volume integral, the integration over the real $k_{0}$ axis is rotated to the imaginary axis as sketched in Fig. A.1. The locations of the poles in $k_{0}$ are obtained from the infinitesimal imaginary part denoted by i 0 :

$$
\begin{equation*}
k_{0}= \pm \sqrt{\boldsymbol{k}^{2}+M^{2}}\left(1-\frac{\mathrm{i} 0}{2\left(\boldsymbol{k}^{2}+M^{2}\right)}+\ldots\right) \tag{A.6}
\end{equation*}
$$

with the ellipsis denoting higher-order terms in i0. It can therefore be seen that the poles are in the upper left and in the lower right quarter of the complex $k_{0}$ plane. Closing the contour as shown in Fig. A. 1 avoids enclosing any poles and thus allows for substituting the integral along the real axis by an integral along the imaginary axis. Subsequently substituting $k_{0} \rightarrow \mathrm{i} k_{0}$
renders the integration bounds real and one obtains

$$
\begin{align*}
A_{0}\left(M^{2}\right) & =\frac{\mu^{4-D}}{\mathrm{i} \pi^{2}} \int_{\mathrm{i} \infty}^{-\mathrm{i} \infty} \mathrm{~d} k_{0} \int \frac{\mathrm{~d}^{D-1} \boldsymbol{k}}{k_{0}^{2}+\boldsymbol{k}^{2}+M^{2}-\mathrm{i} 0}=\frac{\mu^{4-D}}{\pi^{2}} \int_{-\infty}^{\infty} \mathrm{d} k_{0} \int \frac{\mathrm{~d}^{D-1} \boldsymbol{k}}{k_{0}^{2}+\boldsymbol{k}^{2}+M^{2}-\mathrm{i} 0} \\
& =-\frac{\mu^{4-D}}{\pi^{2}} \int \frac{\mathrm{~d}^{D} k_{\mathrm{E}}}{k_{\mathrm{E}}^{2}+M^{2}-\mathrm{i} 0}=-\frac{\mu^{4-D}}{\pi^{2}} \int_{0}^{\infty} \mathrm{d}\left|k_{\mathrm{E}}\right| \int \frac{\mathrm{d}^{D-1} \Omega\left|k_{\mathrm{E}}\right|^{D-1}}{\left|k_{\mathrm{E}}\right|^{2}+M^{2}-\mathrm{i} 0}, \tag{A.7}
\end{align*}
$$

with the Euclidean four momentum $k_{\mathrm{E}}$. In the last step we have introduced $D$-dimensional spherical coordinates. To proceed, we use the analytic continuation of the surface of an $n$ sphere (with $n$ being a natural number),

$$
\begin{equation*}
\int \mathrm{d}^{D-1} \Omega=\frac{2 \pi^{(D-1) / 2}}{\Gamma\left(\frac{D-1}{2}\right)} \tag{A.8}
\end{equation*}
$$

to non-integer values $D$. In the above formula $\Gamma(z)$ denotes Euler's $\Gamma$ function, defined as

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} \mathrm{d} t t^{z-1} \mathrm{e}^{-t} \tag{A.9}
\end{equation*}
$$

Using these definitions, the radial integral in (A.7) can be performed to obtain

$$
\begin{equation*}
A_{0}\left(M^{2}\right)=-(4 \pi \mu)^{(4-D) / 2} \Gamma\left(1-\frac{D-2}{2}\right)\left(M^{2}-\mathrm{i} 0\right)^{(D / 2-1)} \tag{A.10}
\end{equation*}
$$

In the special case of $D$ being close to four, one conveniently parameterises the space-time dimension as $D=4-2 \varepsilon$ and (A.10) becomes

$$
\begin{equation*}
A_{0}\left(M^{2}\right)=M^{2}\left(\frac{1}{\varepsilon}-\log \frac{M^{2}}{\mu^{2}}+1\right)+\mathcal{O}(\varepsilon) \tag{A.11}
\end{equation*}
$$

The divergence associated with the limit $\varepsilon \rightarrow 0$ is arises as $\left|k_{\mathrm{E}}\right|$ goes to infinity and is therefore of UV origin.

## B. Calculation of the SCET anomalous dimension and low-scale corrections

In this appendix we calculate the one-loop SCET corrections, from which the anomalous dimension and the low-scale corrections can be extracted. Starting from the massless case, which has been discussed in Ref. [159] and whose results we gave in Sec. 3.2.6, we proceed to the case of the EW standard model. The case of exchanging a massive gauge boson between external massless fermions has been discussed in Ref. [46] using the $\Delta$-regulator. We also discussed the regularisation in Sec. 3.3.2 and gave some qualitative results. A more detailed calculation of these results is given in Sec. B. 2 for the collinear functions of external fermions, gauge bosons, and scalars, as well as for the universal soft function. The final results in the form of Ref. [48] are provided in Sec. B.3.

## B.1. Massless case

## Quark jet function

The quark jet function is obtained from the $p_{i}$-collinear radiative corrections to operators involving the gauge-invariant building block

$$
\begin{equation*}
\chi_{p_{i}}=W^{\dagger}(x) \xi_{p_{i}} \tag{B.1}
\end{equation*}
$$

Apart from wavefunction corrections they are obtained from the diagram

implicitly defining the collinear integral $I_{\text {coll }}\left(p_{i}^{2}\right)$. Using the Feynman rules given in Fig. 3.1 and, in addition, the Feynman rule for the emission of a collinear gluon with momentum $k$ from the operator in Eq. (B.1),

$$
\begin{equation*}
\frac{\mu, a, k}{\otimes \infty}=g_{\mathrm{s}} \frac{\bar{n}^{\mu} T^{a}}{\bar{n} \cdot k}, \tag{B.3}
\end{equation*}
$$

the collinear integral reads

$$
\begin{align*}
I_{\text {coll }} & =2 \mathrm{i}_{\mathrm{s}}^{2} C_{\mathrm{F}}(\mu)^{4-D} \int \frac{\mathrm{~d}^{D} k}{(2 \pi)^{D}} \frac{1}{\bar{n} \cdot k} \frac{\bar{n}\left(p_{i}-k\right)}{\left(p_{i}-k\right)^{2}+\mathrm{i} 0} \frac{1}{k^{2}+\mathrm{i} 0} \\
& =\mathrm{i}_{\mathrm{s}}^{2} C_{\mathrm{F}}(\mu)^{4-D} \int \frac{\mathrm{~d} k^{-} \mathrm{d} \boldsymbol{k}_{\perp}^{D-2} \mathrm{~d} k^{+}}{(2 \pi)^{D}} \frac{1}{k^{-}} \\
& \times \frac{\left(p_{i}^{-}-k^{-}\right)}{p_{i}^{2}+k^{+} k^{-}+\boldsymbol{k}_{\perp}^{2}-\left(p_{i}^{-} k^{+}+p_{i}^{+} k^{-}+2 \boldsymbol{k}_{\perp} \cdot \boldsymbol{p}_{i, \perp}\right)+\mathrm{i} 0} \frac{1}{k^{+} k^{-}+\boldsymbol{k}_{\perp}^{2}+\mathrm{i} 0}, \tag{B.4}
\end{align*}
$$

where we kept $p_{i}^{2}$ finite in order to regularise the IR singularities. Note that there is a Jacobian factor of $1 / 2$ when transforming from $\mathrm{d} k_{0} \mathrm{~d} k_{3}$ to $\mathrm{d} k^{+} \mathrm{d} k^{-}$. The basic steps (also concerning the bosonic and the massive case) are the following:

- Integrate over $k^{+}$using contour integration. This constrains the integration boundary for $k^{-}$.
- Integrate over $\mathbf{k}_{\perp}$. This gives a tadpole integral in $D=2-2 \varepsilon$ dimensions.
- The remaining $k^{-}$integration can be performed analytically or reduced to the scalar integral $f_{\mathrm{S}}$ defined as

$$
\begin{equation*}
f_{\mathrm{S}}(w, x)=\int_{0}^{1} \mathrm{~d} z \frac{2-z}{z} \log \frac{1-z+x z-w z(1-z)}{1-z} . \tag{B.5}
\end{equation*}
$$

The poles in $k^{+}$are located at

$$
\begin{equation*}
k^{+}=\frac{-\boldsymbol{k}_{\perp}^{2}-\mathrm{i} 0}{k^{-}}, \quad k^{+}=\frac{-\boldsymbol{k}_{\perp}^{2}-p_{i}^{2}+k^{-} p_{i}^{+}+2 \boldsymbol{k}_{\perp} \cdot \boldsymbol{p}_{i, \perp}-\mathrm{i} 0}{\left(k^{-}-p_{i}^{-}\right)} . \tag{B.6}
\end{equation*}
$$

If $k^{-}$and $k^{-}-p_{i}^{-}$have the same sign, both poles are on the same side of the real axis. The contour can be closed containing no poles and $I_{\text {coll }}$ vanishes. Because $p_{i}^{-}$has to be non-negative for a physical momentum, the $k^{-}$integration runs from 0 to $p_{i}^{-}$. Using the residue theorem yields

$$
\begin{equation*}
I_{\text {coll }}=-2 \pi g_{\mathrm{s}}^{2} C_{\mathrm{F}}(\mu)^{4-D} \int_{0}^{p_{i}^{-}} \mathrm{d} k^{-} \int \frac{\mathrm{d} \boldsymbol{k}_{\perp}^{D-2}}{(2 \pi)^{D}} \frac{1}{k^{-}} \frac{\left(p_{i}^{-}-k^{-}\right)}{k^{-}\left(p_{i}^{2}-k^{-} p_{i}^{+}-2 \boldsymbol{k}_{\perp} \boldsymbol{p}_{i, \perp}\right)+p_{i}^{-} \boldsymbol{k}_{\perp}^{2}+\mathrm{i} 0} . \tag{B.7}
\end{equation*}
$$

Next we substitute $z=k^{-} / p_{i}^{-}$and shift $\boldsymbol{k}_{\perp} \rightarrow \boldsymbol{k}_{\perp}+2 z \boldsymbol{p}_{i, \perp}$ to obtain the standard integral in $k_{\perp}$,

$$
\begin{equation*}
I_{\text {coll }}=-2 \pi g_{\mathrm{s}}^{2} C_{\mathrm{F}}(\mu)^{4-D} \int_{0}^{1} \mathrm{~d} z \int \frac{\mathrm{~d} \boldsymbol{k}_{\perp}^{(2-2 \varepsilon)}}{(2 \pi)^{(4-2 \varepsilon)}} \frac{1-z}{z} \frac{1}{\boldsymbol{k}_{\perp}^{2} \underbrace{-z^{2} \boldsymbol{p}_{i, \perp}^{2}-z^{2} p_{i}^{+} p_{i}^{-}}_{=-z^{2} p_{i}^{2}}+z p_{i}^{2}+\mathrm{i} 0} \tag{B.8}
\end{equation*}
$$

After writing $\boldsymbol{k}_{\perp}^{2}=-\boldsymbol{k}_{\mathrm{E}}^{2}$, (B.8) is a special case of the $D$-dimensional Euclidean tadpole integral (A.7)/(A.10):

$$
\begin{equation*}
A_{0}\left(m^{2}\right)=-\frac{(2 \pi \mu)^{(4-D)}}{\pi^{2}} \int \mathrm{~d} k_{\mathrm{E}}^{D} \frac{1}{k_{\mathrm{E}}^{2}+m^{2}-\mathrm{i} 0}=-\left(4 \pi \mu^{2}\right)^{(4-D) / 2} \Gamma(1-D / 2)\left(m^{2}-\mathrm{i} 0\right)^{(D / 2-1)} \tag{B.9}
\end{equation*}
$$

Using (B.9) with $D=2-2 \varepsilon$ and $m^{2}=-p_{i}^{2} z(1-z)$ yields

$$
\begin{align*}
I_{\text {coll }} & =-\frac{\alpha_{\mathrm{s}}}{2 \pi} C_{\mathrm{F}}\left(\frac{\mu^{2}}{-p_{i}^{2}}\right)^{\varepsilon} \Gamma(\varepsilon) \int_{0}^{1} \mathrm{~d} z \frac{(1-z)^{(1-\varepsilon)}}{z^{(1+\varepsilon)}} \\
& =-\frac{\alpha_{\mathrm{s}}}{2 \pi} C_{\mathrm{F}}\left(\frac{\mu^{2}}{-p_{i}^{2}}\right)^{\varepsilon} \Gamma(\varepsilon) \frac{\Gamma(-\varepsilon) \Gamma(2-\varepsilon)}{\Gamma(2-2 \varepsilon)} \\
& =\frac{\alpha_{\mathrm{S}} C_{\mathrm{F}} \Gamma(1+\varepsilon)}{4 \pi}\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon}\left(1+\log \frac{\mu^{2}}{-p_{i}^{2}}\right)-\frac{\pi^{2}}{3}+4+\log ^{2} \frac{\mu^{2}}{-p_{i}^{2}}+2 \log \frac{\mu^{2}}{-p_{i}^{2}}\right) \tag{B.10}
\end{align*}
$$

The wavefunction graphs are unchanged with respect to QCD and one has the usual quark field-renormalisation constant

$$
\begin{equation*}
\delta Z_{q}=-\frac{\alpha_{\mathrm{s}} \Gamma(1+\varepsilon)}{4 \pi}\left(\frac{1}{\varepsilon}+1+\log \frac{\mu^{2}}{-p_{i}^{2}}\right) \tag{B.11}
\end{equation*}
$$

leading to the quark jet function

$$
\begin{equation*}
\mathcal{J}_{\mathrm{q}}=I_{\mathrm{coll}}+\frac{1}{2} \delta Z_{q}=\frac{\alpha_{\mathrm{s}}}{4 \pi} C_{F}\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \frac{\mu^{2}}{-p^{2}}+\frac{3}{2 \varepsilon}-\frac{\pi^{2}}{3}+\frac{7}{2}+\log ^{2} \frac{\mu^{2}}{-p_{i}^{2}}+\frac{3}{2} \log \frac{\mu^{2}}{-p_{i}^{2}}\right) \tag{B.12}
\end{equation*}
$$

## Gluon jet function

The gluon jet function is obtained from a similar diagram as the quark jet function. The external gluon is described by the gauge-invariant building block in (3.57),

$$
\begin{equation*}
\hat{\mathcal{A}}_{p}^{\mu}=\frac{1}{g} \hat{W}^{\dagger}(x)\left(\mathrm{i} \hat{D}_{\mathrm{c}}^{\mu} \hat{W}(x)\right)=\frac{1}{g} \exp \left(\frac{g_{\mathrm{s}} \bar{n} \cdot A_{p}^{a} \hat{T}^{a}}{\bar{n} \cdot p}\right)\left[p^{\mu} \hat{\mathbb{1}}+g_{\mathrm{s}} A_{p}^{\mu, a} \hat{T}^{a}\right] \exp \left(-\frac{g \bar{n} \cdot A_{p}^{a} \hat{T}^{a}}{\bar{n} \cdot p}\right) \tag{B.13}
\end{equation*}
$$

Here $\hat{\mathcal{A}}_{p}^{\mu}$ acts as a matrix in the fundamental representation, while the adjoint indices are contracted. All quantities that are matrices in the fundamental space are denoted with a hat in the following. A single gluon with colour index $a$ is produced by the projection of $\hat{\mathcal{A}}_{p}^{\mu}$ onto a single adjoint component, (cf. eq. (2) of Ref. [240])

$$
\begin{equation*}
\hat{\mathcal{A}}_{p}^{\mu}=\mathcal{A}_{p}^{\mu, a} \hat{T}^{a} \quad \rightarrow \mathcal{A}_{p}^{\mu, a}=2 \operatorname{Tr}\left\{\hat{T}^{a} \hat{\mathcal{A}}_{p}^{\mu}\right\} \tag{B.14}
\end{equation*}
$$

At leading power only the transverse part of $\mathcal{A}^{\mu, a}$ contributes because the polarisation vectors have to be transverse.

We decompose the gluon field into its polarisation states:

$$
\begin{equation*}
\mathcal{A}^{\mu, a}=\mathcal{A}^{\mu, \lambda, a}+\mathcal{A}^{\mu, \bar{\lambda}, a}=\left(\bar{\varepsilon}_{p}^{\lambda} \cdot A_{p}^{a}\right) \varepsilon_{p}^{\lambda, \mu}+\left(\varepsilon_{p}^{\lambda} \cdot A_{p}^{a}\right) \bar{\varepsilon}_{p}^{\lambda, \mu} \tag{B.15}
\end{equation*}
$$

with $\varepsilon_{p}^{\lambda, \mu}$ being the polarisation vector of the polarisation state $\lambda$ and momentum $p$, and $\bar{\varepsilon}_{p}^{\lambda, \mu}$ being its transverse complement:

$$
\begin{align*}
\bar{n}_{p} \cdot \bar{\varepsilon}_{p}^{\lambda}=n_{p} \cdot \bar{\varepsilon}_{p}^{\lambda} & =\left(\bar{\varepsilon}_{p}^{\lambda}\right)^{2}=0, \\
\bar{\varepsilon}_{p}^{\lambda} \cdot \varepsilon_{p}^{\lambda} & =1 . \tag{B.16}
\end{align*}
$$

In fact this is fulfilled by $\bar{\varepsilon}^{\mu, \lambda}=-\left(\varepsilon^{\mu, \lambda}\right)^{*}$. If we assume the gluons to have definite helicities $\lambda$, $\lambda^{\prime}$, an exemplary SCET operator contributing to the process $\bar{q} q \rightarrow g g$ takes the form

$$
\begin{equation*}
\mathcal{O}=\bar{\chi}_{k_{1}} \gamma^{\mu} \hat{T}^{a} \gamma^{\nu} \hat{T}^{b} \chi_{k_{2}} \mathcal{A}_{\mu, p_{1}}^{a, \lambda} \mathcal{A}_{\nu, p_{2}}^{b, \lambda^{\prime}}=\bar{\chi}_{k_{1}} \gamma^{\mu} \hat{T}^{a} \gamma^{\nu} \hat{T}^{b} \chi_{k_{2}}\left(\bar{\varepsilon}_{p_{1}}^{\lambda} \cdot \mathcal{A}_{p_{1}}^{a, \lambda}\right) \varepsilon_{\mu}^{p_{1}, \lambda}\left(\bar{\varepsilon}_{p_{2}}^{\lambda^{\prime}} \cdot \mathcal{A}_{p_{2}}^{b, \lambda^{\prime}}\right) \varepsilon_{p_{2}, \nu}^{\lambda^{\prime}} . \tag{B.17}
\end{equation*}
$$

Just like the $\chi_{k_{i}}$ fields the $\mathcal{A}_{\mu, k_{i}}^{a, \lambda}$ fields contain arbitrary many $n_{i}$-collinear gluons at leading power via the Wilson lines. The one-loop $p_{i}$-collinear jet function can be defined as the correction factor arising from the exchange of $p_{i}$-collinear gluons. ${ }^{1}$ It can be written as

$$
\begin{equation*}
\mathcal{O} \rightarrow\left(1+J\left(p_{i}^{2}\right)\right) \mathcal{O}=\left(1+I_{\mathrm{coll}}\left(p_{i}^{2}\right)+\frac{\delta Z_{A}}{2}\right) \mathcal{O} \tag{B.18}
\end{equation*}
$$

with the gluon field-renormalisation constant $\delta Z_{A}$. The jet function $J\left(p_{i}^{2}\right)$ is independent of the fields other then $\mathcal{A}_{p_{i}}^{\mu}$. It is a scalar because the collinear SCET graphs do not mix Lorentz and colour structures into each other. In the following we write $\varepsilon^{\mu}, \bar{\varepsilon}^{\mu}$ instead of $\varepsilon_{p_{i}}^{\lambda, \mu}, \bar{\varepsilon}_{p_{i}}^{\lambda, \mu}$. Parameterising the loop momenta as follows, ${ }^{2}$

the one-loop jet function is obtained from the integral

$$
\begin{equation*}
I_{\text {coll }}^{a}\left(p_{i}^{2}\right)=\frac{1}{2} \bar{\varepsilon}^{\mu} \cdot\left\{\int \mathrm{d}^{D} k V_{\mu \nu \rho}^{a b c}\left(k,-p_{i}, p_{i}-k\right) \frac{\mathrm{i}}{k^{2}+\mathrm{i} 0} \frac{\mathrm{i}}{\left(k-p_{i}\right)^{2}+\mathrm{i} 0} \hat{U}^{\nu \rho, b c}\left(k-p_{i},-k\right)\right\} \tag{B.20}
\end{equation*}
$$

with the $1 / 2$ being the symmetry factor, $V_{\mu \nu \rho}^{a b c}\left(k,-p_{i}, p_{i}-k\right)$ being the usual three-gluon-vertex tensor,

$$
\begin{equation*}
V_{\mu \nu \rho}^{a b c}\left(k,-p_{i}, p_{i}-k\right)=g f^{a b c}\left(g_{\mu \nu}\left(k-2 p_{i}\right)_{\rho}+g_{\nu \rho}\left(p_{i}-2 k\right)_{\mu}+g_{\rho \mu}\left(k+p_{i}\right)_{\nu}\right), \tag{B.21}
\end{equation*}
$$

and $U^{\nu \rho, b c}\left(k_{1}, k_{2}\right)$ being the Feynman rule for the emission of two collinear gluons with momenta $k_{1}, k_{2}$, colour indices $b, c$, and Lorentz indices $\nu, \rho$ from the transverse component of the operator

[^20]in Eq. (B.13):
\[

$$
\begin{gather*}
\mathscr{Q}^{k_{1}, \nu, b} k_{2}, \rho, c \mathscr{A}  \tag{B.22}\\
\end{gather*}
$$=\hat{U}^{\nu \rho, b c}\left(k_{1}, k_{2}\right)=\frac{\delta^{2}(\bar{\varepsilon} \cdot \hat{\mathcal{A}})}{\delta A_{\nu, k_{1}}^{b} \delta A_{\rho, k_{2}}^{c}} .
\]

Expanding (B.13) leads to 10 terms with two gluons. To see which terms contribute, we first calculate the transverse component of the vertex tensor

$$
\begin{equation*}
\overline{\bar{c}}^{\mu} V_{\mu \nu \rho}^{a b c}\left(-k, k-p_{i}\right)=g f^{a b c}\left(g_{\nu \rho} \varepsilon \cdot\left(p_{i}-2 k\right)+\varepsilon_{\nu}\left(k-2 p_{i}\right)_{\rho}+\varepsilon_{\rho}\left(k+p_{i}\right)_{\nu}\right) . \tag{B.23}
\end{equation*}
$$

Because $\bar{\varepsilon} \cdot \bar{n}=\varepsilon \cdot \bar{n}=\bar{n}^{2}=0$, we can restrict ourselves to the contributions of $\hat{U}_{b c}^{\nu \rho}$ that have at least one component proportional to $\bar{\varepsilon}$ :

$$
\begin{align*}
\hat{U}^{\nu \rho}\left(-k, k-p_{i}\right) & =g\left(-\frac{\bar{\varepsilon}^{\nu} \bar{n}^{\rho}}{-\bar{n} \cdot k}+\frac{\bar{n}^{\nu} \bar{\varepsilon}^{\rho}}{\bar{n} \cdot\left(k-p_{i}\right)}\right)\left(\hat{T}^{b} \hat{T}^{c}-\hat{T}^{c} \hat{T}^{b}\right)+\ldots \\
& =\mathrm{i} g\left(-\frac{\bar{\varepsilon}^{\nu} \bar{n}^{\rho}}{-\bar{n} \cdot k}+\frac{\bar{n}^{\nu} \bar{\varepsilon}^{\rho}}{\bar{n} \cdot\left(k-p_{i}\right)}\right) f^{b c d} \hat{T}^{d}+\ldots \tag{B.24}
\end{align*}
$$

with the ellipsis denoting terms proportional to $\bar{n}^{\nu} \bar{n}^{\rho}, \bar{n}^{\nu} \bar{n}^{\rho}$, which vanish when projected onto (B.23). The colour algebra yields a factor of

$$
\begin{equation*}
f^{a b c} f^{b c d} \hat{T}^{d}=C_{\mathrm{A}} \hat{T}^{a} \mathbb{1} \tag{B.25}
\end{equation*}
$$

and the collinear integral is defined as the prefactor in front the colour matrix,

$$
\begin{equation*}
I_{\text {coll }}^{a}\left(p_{i}^{2}\right)=I_{\text {coll }}\left(p_{i}^{2}\right) \hat{T}^{a}, \tag{B.26}
\end{equation*}
$$

in order fulfill (B.19). The Lorentz algebra produces two terms, one for each in the brackets in (B.24). The first one reads

$$
\begin{equation*}
I_{1}\left(p_{i}^{2}\right)=-\frac{1}{2} \mathrm{i} C_{\mathrm{A}} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(2 p_{i}-k\right)}{\left(k^{2}+\mathrm{i} 0\right)\left[\left(p_{i}-k\right)^{2}+\mathrm{i} 0\right](-\bar{n} \cdot k+\mathrm{i} 0)} \tag{B.27}
\end{equation*}
$$

and the second one

$$
\begin{align*}
I_{2}\left(p_{i}^{2}\right) & =-\frac{1}{2} \mathrm{i} C_{\mathrm{A}} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(k+p_{i}\right)}{\left(k^{2}+\mathrm{i} 0\right)\left[\left(k-p_{i}\right)^{2}+\mathrm{i} 0\right]\left(\bar{n} \cdot\left(k-p_{i}\right)+\mathrm{i} 0\right)} \\
& =-\frac{1}{2} \mathrm{i} C_{\mathrm{A}} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(-k+2 p_{i}\right)}{\left[\left(-k+p_{i}\right)^{2}+\mathrm{i} 0\right]\left(k^{2}+\mathrm{i} 0\right)(-\bar{n} \cdot k+\mathrm{i} 0)}=I_{1}\left(p_{i}^{2}\right), \tag{B.28}
\end{align*}
$$

where the second form is obtained by shifting $k \rightarrow k+p_{i}$ and subsequently substituting $k \rightarrow-k$. We thus obtain the final result

$$
\begin{equation*}
I_{\text {coll }}\left(p_{i}^{2}\right)=-\mathrm{i} C_{\mathrm{A}} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(2 p_{i}-k\right)}{\left(k^{2}+\mathrm{i} 0\right)\left[\left(p_{i}-k\right)^{2}+\mathrm{i} 0\right](-\bar{n} \cdot k+\mathrm{i} 0)}, \tag{B.29}
\end{equation*}
$$

which is the same integral as in the quark case, except for the factor 2 in the numerator and a global factor of $1 / 2$. This does, however not affect the integrations over $k^{+}$and $\boldsymbol{k}_{\perp}$, which can be performed in complete analogy to Eqs. (B.7)-(B.8). The $z$ integration yields

$$
\begin{align*}
I_{\text {coll }}\left(p_{i}^{2}\right) & =-\frac{\alpha_{\mathrm{s}}}{4 \pi} C_{\mathrm{A}}\left(\frac{\mu^{2}}{-p_{i}^{2}}\right)^{\varepsilon} \Gamma(\varepsilon) \int_{0}^{1} \mathrm{~d} z \frac{(2-z)(1-z)^{-\varepsilon}}{z^{(1+\varepsilon)}} \\
& =-\frac{\alpha_{\mathrm{s}}}{4 \pi} C_{\mathrm{A}}\left(\frac{\mu^{2}}{-p_{i}^{2}}\right)^{\varepsilon} \Gamma(\varepsilon) \Gamma(1-\varepsilon) \frac{2(1-2 \varepsilon) \Gamma(-\varepsilon)-\Gamma(1-\varepsilon)}{\Gamma(2-2 \varepsilon)} \\
& =\frac{\alpha_{\mathrm{s}}}{4 \pi} C_{\mathrm{A}} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{-p_{i}^{2}}\right)^{\varepsilon}\left[\frac{2}{\varepsilon^{2}}+\frac{1}{\varepsilon}+2-\frac{\pi^{2}}{6}\right] . \tag{B.30}
\end{align*}
$$

Adding the field-renormalisation-constant contributions

$$
\begin{equation*}
\frac{\delta Z_{A}}{2}=\frac{\alpha_{\mathrm{s}} \Gamma(1+\varepsilon)}{4 \pi}\left[\left(\frac{5}{6} C_{\mathrm{A}}-\frac{2}{3} T_{\mathrm{F}} n_{\mathrm{f}}\right) \frac{1}{\varepsilon}\right]+\left.\frac{\delta Z_{A}}{2}\right|_{\text {finite }} \tag{B.31}
\end{equation*}
$$

we obtain the final result

$$
\begin{equation*}
J\left(p_{i}^{2}\right)=\frac{\alpha_{\mathrm{s}} C_{\mathrm{A}} \Gamma(1+\varepsilon)}{4 \pi}\left(\frac{2}{\varepsilon^{2}}+\frac{1}{\varepsilon}\left[\log \left(\frac{\mu^{2}}{-p_{i}^{2}}\right)+\frac{\beta_{0}}{2}\right]+2-\frac{\pi^{2}}{6}\right)+\left.\frac{\delta Z_{A}}{2}\right|_{\text {finite }} \tag{B.32}
\end{equation*}
$$

## Soft function

The one-loop soft function is obtained from diagrams with soft-gluon exchange between collinear external legs [159],

with the arrow lines indicating either collinear quarks or collinear gluons.
To calculate these diagrams one should first recapitulate the scaling of the soft gluon: $k \sim$ $\left(\lambda^{2}, \lambda^{2}, \lambda^{2}\right)$. Applying the Feynman rules in Fig. 3.1 and putting $k^{2} \ll 2 p_{i} k, \bar{n}_{i} \cdot k \ll \bar{n}_{i} \cdot p_{i}$ in the propagators of the collinear particles ${ }^{3}$ leads to (we assume all momenta to be incoming!)

$$
\begin{equation*}
\mathcal{S}=-\mathrm{i} g_{\mathrm{s}}^{2} \sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \int \frac{\mathrm{~d}^{D} k}{(2 \pi)^{D}} \frac{\bar{n}_{i} \cdot p_{i}}{p_{i}^{2}+2 p_{i} k+\mathrm{i} 0} \frac{\bar{n}_{j} \cdot p_{j}}{p_{j}^{2}-2 p_{j} k+\mathrm{i} 0} \frac{n_{i} \cdot n_{j}}{k^{2}+\mathrm{i} 0} . \tag{B.34}
\end{equation*}
$$

[^21]The numerators in Eq. (B.34) can be combined to give

$$
\begin{equation*}
\left(n_{i} \cdot n_{j}\right)\left(\bar{n}_{i} \cdot p_{i}\right)\left(\bar{n}_{j} \cdot p_{j}\right)=4 p_{i} \cdot p_{j} \equiv 2 s_{i j} . \tag{B.35}
\end{equation*}
$$

We parametrise the loop momentum according to the direction of $p_{i}$, which scales like

$$
\begin{equation*}
p_{i}^{+}=\mathcal{O}\left(\lambda^{2}\right), \quad p_{i}^{-}=\mathcal{O}(1), \quad \boldsymbol{p}_{i, \perp}=\mathcal{O}(\lambda) . \tag{B.36}
\end{equation*}
$$

Because $p_{i}$ and $p_{j}$ enclose a finite angle, all components of $p_{j}$ are finite,

$$
\begin{equation*}
p_{j}^{+}=\mathcal{O}(1), \quad p_{j}^{-}=\mathcal{O}(1), \quad \boldsymbol{p}_{j, \perp}=\mathcal{O}(1), \quad p_{j}^{2}=\mathcal{O}\left(\lambda^{2}\right) \tag{B.37}
\end{equation*}
$$

All components of the soft loop momentum scale like $\lambda^{2}$. Parameterising the soft integral (B.34) in light-cone coordinates of $p_{i}$ leads to

$$
\begin{align*}
\mathcal{S}= & -2 \mathrm{i} g_{\mathrm{s}}^{2} \sum_{i \neq j} s_{i j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \\
& \times \int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{1}{p_{i}^{2}+p_{i}^{-}+k^{+}+\mathrm{i} 0} \frac{1}{p_{j}^{2}-p_{j}^{+} k^{-}-p_{j}^{-} k^{+}-2 \boldsymbol{p}_{j, \perp} \cdot \boldsymbol{k}_{\perp}+\mathrm{i} 0} \frac{1}{k^{+} k^{-}+\boldsymbol{k}_{\perp}^{2}+\mathrm{i} 0} . \tag{B.38}
\end{align*}
$$

Following the same strategy as for the jet functions, we obtain for the pole positions in $k^{-}$

$$
\begin{equation*}
k^{-}=\frac{-\boldsymbol{k}_{\perp}^{2}-\mathrm{i} 0}{k^{+}}, \quad k^{-}=\frac{p_{j}^{2}-k^{+} p_{j}^{-}-2 \boldsymbol{k}_{\perp} \cdot \boldsymbol{p}_{j, \perp}+\mathrm{i} 0}{p_{j}^{+}} . \tag{B.39}
\end{equation*}
$$

Because of the i0-prescription, $k^{+}$and $p_{j}^{+}$need to have the same sign. Because $p_{j}^{+}$is always positive, we thus restrict $k^{+}$to positive values. Applying the residue theorem yields

$$
\begin{align*}
\mathcal{S} & =\frac{2 g_{\mathrm{s}}^{2}}{\pi} \sum_{i \neq j} s_{i j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \\
& \times \int_{0}^{\infty} \frac{\mathrm{d} k^{+}}{2 \pi} \int \frac{\mathrm{~d}^{(D-2)} \boldsymbol{k}_{\perp}}{(2 \pi)^{(D-2)}} \frac{1}{p_{i}^{2}+p_{i}^{-} k^{+}+\mathrm{i} 0} \frac{1 / k^{+}}{p_{j}^{2}-p_{j}^{-} k^{+}+p_{j}^{+} / k^{+} \boldsymbol{k}_{\perp}^{2}-2 \boldsymbol{p}_{j, \perp} \cdot \boldsymbol{k}_{\perp}+\mathrm{i} 0} . \tag{B.40}
\end{align*}
$$

Using the substitution $z=k^{+} / p_{j}^{+}$and shifting $\boldsymbol{k}_{\perp} \rightarrow \boldsymbol{k}_{\perp}-2 z \boldsymbol{p}_{j, \perp}$, we obtain again a twodimensional tadpole integral. One should note that the integration variable $z$ scales like $\lambda^{2}$. It
should thus consistently be neglected whenever possible:

$$
\begin{align*}
\mathcal{S} & =2 \alpha_{\mathrm{s}} \sum_{i \neq j} s_{i j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \\
& \times \int_{0}^{\infty} \mathrm{d} z \int \frac{\mathrm{~d}^{(D-2)} \boldsymbol{k}_{\perp}}{(2 \pi)^{(D-2)}} \frac{1}{p_{i}^{2}+z p_{i}^{+} p_{j}^{-}+\mathrm{i} 0} \frac{\boldsymbol{k}_{\perp}^{2}}{\underbrace{-z^{2} \boldsymbol{p}_{j, \perp}^{2}-2 z^{2} p_{j}^{+} p_{j}^{-}}_{=-z^{2} p_{j}^{2}=\mathcal{O}\left(\lambda^{6}\right)}+z p_{j}^{2}+\mathrm{i} 0} \\
& =2 \alpha_{\mathrm{s}} \sum_{i \neq j} s_{i j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \int_{0}^{\infty} \mathrm{d} z \int \frac{\mathrm{~d}^{(D-2)}}{(2 \pi)^{(D-2)}} \frac{1}{\boldsymbol{k}_{\perp}} \frac{1}{p_{i}^{2}+z p_{i}^{+} p_{j}^{-}+\mathrm{i} 0} \frac{1}{\boldsymbol{k}_{\perp}^{2}+z p_{j}^{2}+\mathrm{i} 0} . \tag{B.41}
\end{align*}
$$

The $\boldsymbol{k}_{\perp}$-integral can again be evaluated using the tadpole formula (B.9):

$$
\begin{align*}
\mathcal{S} & =\frac{\alpha_{\mathrm{s}}}{2 \pi}\left(\frac{\mu^{2}}{-p_{j}^{2}}\right)^{\varepsilon} \Gamma(\varepsilon) \sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \int_{0}^{\infty} \mathrm{d} z \frac{z^{-\varepsilon}}{\frac{p_{i}^{2}}{s_{i j}}+z} \\
& =\frac{\alpha_{\mathrm{s}}}{2 \pi} \sum_{i \neq j}\left(\frac{\mu^{2}\left(-s_{i j}\right)}{\left(-p_{j}^{2}\right)\left(-p_{i}^{2}\right)}\right)^{\varepsilon} \frac{\Gamma(\varepsilon) \pi}{\sin (\varepsilon \pi)} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \\
& =\frac{\alpha_{\mathrm{s}}}{4 \pi} \Gamma(1+\varepsilon) \sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2}\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \left(\frac{\mu^{2}\left(-s_{i j}\right)}{\left(-p_{i}^{2}\right)\left(-p_{j}^{2}\right)}\right)+\log ^{2}\left(\frac{\mu^{2}\left(-s_{i j}\right)}{\left(-p_{i}^{2}\right)\left(-p_{j}^{2}\right)}\right)+\frac{\pi^{2}}{6}\right) . \tag{B.42}
\end{align*}
$$

The combination of the jet and soft functions is obtained by rewriting

$$
\begin{equation*}
\log \left(\frac{\mu^{2}\left(-s_{i j}\right)}{\left(-p_{i}^{2}\right)\left(-p_{j}^{2}\right)}\right)=\log \left(\frac{-s_{i j}}{\mu^{2}}\right)+\log \left(\frac{\mu^{2}}{-p_{i}^{2}}\right)+\log \left(\frac{\mu^{2}}{-p_{j}^{2}}\right) \tag{B.43}
\end{equation*}
$$

and performing the colour sum for the latter two terms. Note that we do this only for the UVdivergent terms, as we can infer from these the form of the IR-divergent terms in the photonic corrections to the fermion jet functions, see below. The UV-finite terms are IR divergent and hence remain dependent on the regulators $p_{i}^{2}, p_{j}^{2}$. Using (B.43) as well as $\sum_{i} \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{i}=C_{i}$, we find

$$
\begin{align*}
& \mathcal{S}\left(\left\{p^{2}\right\}\right)+\sum_{i} \mathcal{J}\left(p_{i}^{2}\right)= \\
& =\frac{\alpha_{\mathrm{s}} \Gamma(1+\varepsilon)}{4 \pi}\left(\sum_{i} \frac{C_{i}}{\varepsilon^{2}}+\sum_{i \neq j} \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}\left[\frac{1}{\varepsilon} \log \left(\frac{-s_{i j}}{\mu^{2}}\right)+\frac{1}{2} \log ^{2}\left(\frac{-s_{i j}}{\mu^{2}}\right)\right]+\frac{1}{\varepsilon} \sum_{i} \gamma_{i}\right)+\mathcal{O}\left(\varepsilon^{0}\right) \tag{B.44}
\end{align*}
$$

with

$$
\begin{equation*}
\gamma_{\mathrm{q}}=3 C_{\mathrm{F}}, \quad \gamma_{A}=\beta_{0} \tag{B.45}
\end{equation*}
$$

We have seen that in the UV poles the regulator dependence has cancelled. The anomalous dimension can be calculated as the coefficient in front of the $1 / \varepsilon$-pole times -2 :

$$
\begin{equation*}
\boldsymbol{\Gamma}=-\frac{\alpha_{\mathrm{s}}}{\pi}\left(\sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \log \left(\frac{-s_{i j}}{\mu^{2}}\right)+\sum_{i} \gamma_{i}\right) \tag{B.46}
\end{equation*}
$$

in accordance with Ref. [159].

## B.2. Massive case

## B.2.1. Fermion jet function

In the following we generalise the obtained results to the case of massive gauge-boson exchange. We describe this for the collinear integral of a massless fermion. We denote with $g$ the coupling between the fermion and the gauge boson.

## $\Delta$-regulator

When the gauge bosons are taken to be massive, the collinear and soft integrals are separately divergent, requiring an additional regulator. We choose the $\Delta$ regulator, which has the advantage to enable a jet-function definition employing a single Wilson line in each direction [46]. If we consider the collinear integral (B.4) and give the gauge boson a mass $M$, the first pole position in $k^{+}$moves to

$$
\begin{equation*}
k^{+}=\frac{-\boldsymbol{k}_{\perp}^{2}+M^{2}-\mathrm{i} 0}{k^{-}} \tag{B.47}
\end{equation*}
$$

After contour integration one obtains

$$
\begin{align*}
I_{\text {coll }}=- & 2 \pi g^{2}\left(\mu^{2}\right)^{\varepsilon} \\
& \times \int_{0}^{p_{i}^{-}} \mathrm{d} k^{-} \int \frac{\mathrm{d} \boldsymbol{k}_{\perp}^{D-2}}{(2 \pi)^{D}} \frac{1}{k^{-}} \frac{\left(p_{i}^{-}-k^{-}\right)}{k^{-}\left(M^{2}+p_{i}^{2}-k^{-} p_{i}^{+}-2 \boldsymbol{k}_{\perp} \boldsymbol{p}_{i, \perp}\right)+p_{i}^{-}\left(\boldsymbol{k}_{\perp}^{2}-M^{2}\right)+\mathrm{i} 0}, \tag{B.48}
\end{align*}
$$

which yields a tadpole integral with mass $M^{2}(1-z)-p_{i}^{2} z(1-z)$. Performing the same substitution as in the massless case produces the following $z$-integral:

$$
\begin{equation*}
I_{\text {coll }}=-\frac{\alpha}{2 \pi}\left(\mu^{2}\right)^{\varepsilon} \Gamma(\varepsilon) \int_{0}^{1} \mathrm{~d} z \frac{(1-z)}{z}\left(M^{2}(1-z)-p_{i}^{2} z(1-z)\right)^{-\varepsilon}, \tag{B.49}
\end{equation*}
$$

which diverges as $z \rightarrow 0$, thus necessitating a regularisation of the Wilson line propagator $\frac{1}{k^{-}}$. This is achieved by shifting all particles' masses according to

$$
\begin{equation*}
\frac{1}{\left(p_{i}+k\right)^{2}-m_{i}^{2}} \rightarrow \frac{1}{\left(p_{i}+k\right)^{2}-m_{i}^{2}-\Delta_{i}} \tag{B.50}
\end{equation*}
$$

while keeping the on-shell conditions $p_{i}^{2}=m_{i}^{2}$ unchanged. After this shift the final factor reads

$$
\begin{equation*}
\frac{\varepsilon \cdot \bar{n}_{i}}{\bar{n}_{i} \cdot k-\delta_{i, n_{j}}+\mathrm{i} 0} \tag{B.51}
\end{equation*}
$$

with $\delta_{i, n_{j}}$ defined according to

$$
\begin{equation*}
\delta_{i, n_{j}}=\frac{2 \Delta_{i}}{\left(n_{i} \cdot n_{j}\right)\left(\bar{n}_{i} \cdot p_{i}\right)} . \tag{B.52}
\end{equation*}
$$

After substituting this into (3.102), the sum over $j$ can not be performed anymore because of the $j$-dependence of the prefactor beyond the colour operator.

Thus we obtain for (B.49) the regularised form

$$
\begin{align*}
I_{\text {coll }} & =-\frac{\alpha}{2 \pi} \Gamma(\varepsilon)\left(\frac{\mu^{2}}{M^{2}-\Delta_{i}}\right)^{\varepsilon} \int_{0}^{1} \mathrm{~d} z \frac{(1-z)^{1-\varepsilon}}{z+\frac{\delta_{i, n_{j}}}{p_{i}^{-}}}, \\
& =-\frac{\alpha}{2 \pi} \Gamma(\varepsilon)\left(\frac{\mu^{2}}{M^{2}-\Delta_{i}}\right)^{\varepsilon}\left(\int_{0}^{1} \mathrm{~d} z \frac{1-z}{z+\frac{\delta_{i, n_{j}}}{p_{i}^{-}}}-\varepsilon \int_{0}^{1} \mathrm{~d} z \frac{(1-z) \log (1-z)}{z}+\mathcal{O}\left(\varepsilon^{2}\right)\right) \\
& =\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon}\left(\frac{2}{\varepsilon}+\frac{2}{\varepsilon} \log \frac{\delta_{i, n_{j}}}{p_{i}^{-}}+2-\frac{\pi^{2}}{3}\right), \tag{B.53}
\end{align*}
$$

where we have set $p_{i}^{2}$ to 0 because with a finite gauge-boson mass there is no need to regularise IR divergences. In addition we have expanded the integrand in $\varepsilon$ before performing the integration, because the second term can be evaluated with $\delta_{i, n_{j}}=0$.

## Zero-bin subtraction

While (B.53) is a well-defined integral, it is not independent of $j$, which questions, why it is reasonable to write the operators in terms of single $n_{i}$-collinear Wilson lines. The point is that the $\Delta$-regulators induce a non-vanishing double-counting of the soft-collinear region. The $n_{i}$ soft-collinear region is contained both in the soft and the $n_{i}$-collinear region and is hence counted twice if the contributions of jet and soft functions are added. While without regulators its contribution vanishes, in terms of the $\Delta$ regulators it is most easily obtained by considering the soft limit of collinear loop integral, (B.48), dropping the $k^{-}$in the numerator and the $k^{2}$-term in the fermion propagator:

$$
\begin{equation*}
I_{\text {coll }, \varnothing}=-2 \mathrm{i} g^{2} \int \frac{\mathrm{~d}^{D} k}{(2 \pi)^{D}} \frac{p_{i}^{-}}{\left(k^{-}+\delta_{i, n_{j}}\right)\left(k^{2}-M^{2}\right)\left(-p_{i}^{-} k^{+}-\Delta_{i}+\mathrm{i} 0\right)}, \tag{B.54}
\end{equation*}
$$

yielding the pole positions

$$
\begin{equation*}
k^{+}=\frac{-\Delta_{i}+\mathrm{i} 0}{p_{i}^{-}}, \quad k^{+}=\frac{-\boldsymbol{k}_{\perp}^{2}+M^{2}-\mathrm{i} 0}{k^{-}} \tag{B.55}
\end{equation*}
$$

which restrict $k^{-}$to positive values as in the case of the massless soft function, see (B.39) and below. We obtain

$$
\begin{align*}
I_{\text {coll }, \varnothing} & =-\frac{\alpha}{2 \pi} \Gamma(\varepsilon)\left(\mu^{2}\right)^{\varepsilon} \int_{0}^{\infty} \mathrm{d} z \frac{\left(M^{2}+z \Delta_{i}\right)^{-\varepsilon}}{z+\frac{\delta_{i, n_{j}}}{p_{i}^{-}}} \\
& =-\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon}\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \frac{M^{2} p_{i}^{-}}{\Delta_{i} \delta_{i, n_{j}}}-\frac{\pi^{2}}{3}+\mathcal{O}(\varepsilon)\right) . \tag{B.56}
\end{align*}
$$

The zero-bin integral has no closed form in terms of standard functions, its solution is a hypergeometric function. For the correct finite result it is important to take the limit of $\Delta_{i} \rightarrow 0$ before $\varepsilon \rightarrow 0$. Subtracting the zero-bin contribution from the collinear integral while setting $\Delta_{i}$ and $\delta_{i, n_{j}} / p_{i}^{-}$to zero wherever possible, we obtain the final result,

$$
\begin{gather*}
I_{\text {coll }}-I_{\text {coll }, \varnothing}=\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{2}{\varepsilon^{2}}+\frac{2}{\varepsilon}\left(1+\log \left(\frac{\mu^{2}}{\Delta_{i}}\right)\right)+2 \log \left(\frac{\mu^{2}}{M^{2}}\right)\left(1-\log \left(\frac{\Delta_{i}}{\mu^{2}}\right)\right)\right. \\
\left.+\log ^{2}\left(\frac{\mu^{2}}{M^{2}}\right)-\frac{2 \pi^{2}}{3}+2\right) \tag{B.57}
\end{gather*}
$$

in accordance with Eq. (22) of Ref. [46] (up to the prefactor $\mathrm{e}^{\gamma_{\mathrm{E}} \varepsilon}$ ). Eq. (B.57) is indeed independent of the direction $j$. The collinear integrals can hence be calculated using an arbitrary regularisation direction and the colour algebra can be performed as in the tree-level case.

## Photonic part

The photonic SCET $_{\text {EW }}$ corrections for massless fermions are obtained from the fact that all $\mathrm{SCET}_{\text {EW }}$ integrals are scaleless. Their sum can therefore be written as

$$
\begin{equation*}
\sum_{k} \frac{D_{k}}{\varepsilon_{\mathrm{UV}}^{k}}-\frac{D_{k}}{\varepsilon_{\mathrm{IR}}^{k}} . \tag{B.58}
\end{equation*}
$$

For massless QCD we have obtained

$$
\begin{align*}
& \mathcal{S}\left(\left\{p^{2}\right\}\right)+\sum_{i} \mathcal{J}\left(p_{i}^{2}\right)= \\
& =\frac{\alpha_{\mathrm{S}} \Gamma(1+\varepsilon)}{4 \pi}\left(\sum_{i} \frac{C_{i}}{\varepsilon_{\mathrm{UV}}^{2}}+\sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2}\left[\frac{1}{\varepsilon_{\mathrm{UV}}} \log \left(\frac{-s_{i j}}{\mu_{\mathrm{UV}}^{2}}\right)+\frac{1}{2} \log ^{2}\left(\frac{-s_{i j}}{\mu_{\mathrm{UV}}^{2}}\right)\right]+\frac{1}{\varepsilon_{\mathrm{UV}}} \sum_{i} \gamma_{i}\right) \\
& + \text { UV-finite, } \tag{B.59}
\end{align*}
$$

with "UV-finite" given in terms of off-shell regulators. Using (B.58), (B.45), as well as the Abelianisation prescription [180]

$$
\begin{equation*}
\alpha_{\mathrm{s}} \rightarrow \alpha, \quad \boldsymbol{T}_{i} \rightarrow \sigma_{i} Q_{i}, \quad C_{\mathrm{F}}=Q_{f}^{2}, \quad C_{\mathrm{A}}=0, \tag{B.60}
\end{equation*}
$$

yields the photonic SCET corrections for massless fermions:

$$
\begin{align*}
& \mathcal{S}_{\gamma}+\sum_{i} J_{\gamma, i}\left(p_{i}^{2}\right)= \\
& =\frac{\alpha \Gamma(1+\varepsilon)}{4 \pi}\left(\sum_{i}\left[\frac{Q_{i}^{2}}{\varepsilon_{\mathrm{UV}}^{2}}+\frac{3}{2} \frac{Q_{i}^{2}}{\varepsilon_{\mathrm{UV}}}\right]+\sum_{i \neq j} \sigma_{i} Q_{i} \sigma_{j} Q_{j}\left[\frac{1}{\varepsilon_{\mathrm{UV}}} \log \frac{-s_{i j}}{\mu_{\mathrm{UV}}^{2}}+\frac{1}{2} \log ^{2} \frac{\mu_{\mathrm{UV}}^{2}}{-s_{i j}}\right]\right. \\
& \left.\quad-\sum_{i}\left[\frac{Q_{i}^{2}}{\varepsilon_{\mathrm{IR}}^{2}}+\frac{3}{2} \frac{Q_{i}^{2}}{\varepsilon_{\mathrm{IR}}}\right]-\sum_{i \neq j} \sigma_{i} Q_{i} \sigma_{j} Q_{j}\left[\frac{1}{\varepsilon_{\mathrm{IR}}} \log \frac{-s_{i j}}{\mu_{\mathrm{IR}}^{2}}+\frac{1}{2} \log ^{2} \frac{\mu_{\mathrm{IR}}^{2}}{-s_{i j}}\right]\right) . \tag{B.61}
\end{align*}
$$

To obtain the desired form of the collinear and soft function we have to assign all possible terms in the soft integral to single legs using colour conservation as well as the Sudakov representation of the large invariant $s_{i j}$,

$$
\begin{equation*}
\log \frac{-s_{i j}}{\mu_{\mathrm{IR}}^{2}}=\log \frac{\bar{n}_{i} \cdot p_{i}}{\mu_{\mathrm{IR}}}+\log \frac{\bar{n}_{j} \cdot p_{j}}{\mu_{\mathrm{IR}}}+\log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2} \tag{B.62}
\end{equation*}
$$

Subtracting the UV poles, setting $\mu_{\mathrm{UV}}=\mu_{\mathrm{l}}$, and assigning all possible terms to single legs yields

$$
\begin{align*}
& \mathcal{S}_{\gamma}+\sum_{i} J_{\gamma, i}\left(p_{i}^{2}\right)=\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon) \sum_{i} Q_{i}^{2}\left(-\frac{1}{\varepsilon_{\mathrm{IR}}^{2}}-\frac{1}{\varepsilon_{\mathrm{IR}}}\left(\frac{3}{2}-2 \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu_{\mathrm{IR}}}\right)\right. \\
&\left.+\frac{3}{2} \log \frac{\mu_{\mathrm{UV}}^{2}}{\mu_{\mathrm{IR}}^{2}}+2 \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu_{1}}-\frac{1}{2} \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}}\right) \\
&+\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon) \sum_{i \neq j} \sigma_{i} Q_{i} \sigma_{j} Q_{j}\left(\frac{1}{\varepsilon_{\mathrm{IR}}}+\log \frac{\mu_{\mathrm{UV}}^{2}}{\mu_{\mathrm{IR}}^{2}}\right) \log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2}, \tag{B.63}
\end{align*}
$$

where we used (B.62) in several places. The first two lines are one-particle contributions and contribute to the collinear functions, while the third line yields the photonic part of the soft function.

## B.2.2. Gauge boson jet function

The jet functions for the SM gauge bosons are calculated from the diagram:


It has the same Lorentz structure as the one in Eq. (B.19). On the level of $\operatorname{SU}(2)$ eigenstates there is, however, only one non-vanishing colour configuration for each external particle: An external $W^{3}$ with a virtual $\mathrm{W}^{ \pm}$pair and a $\mathrm{W}^{ \pm}$with a $\mathrm{W}^{ \pm}$and $W^{3}$. Decomposing the $W^{3}$ into mass eigenstates yields two diagrams in each case.

Concerning the regularisation, the integrals can be calculated in analogy to the fermionic case. Defining the momenta as indicated in Eq. (B.64), we obtain again two terms from the Feynman rule in Eq. (B.22). Unlike in the massless case, they are not equal if $m_{\text {int }} \neq M$. Instead, they switch the role of the gauge bosons:

$$
\begin{align*}
I_{1}\left(p_{i}^{2}, m_{\text {int }}^{2}, M^{2}\right) & =-\mathrm{i} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(2 p_{i}-k\right)}{\left(k^{2}-M^{2}+\mathrm{i} 0\right)\left[\left(p_{i}-k\right)^{2}-m_{\text {int }}^{2}+\mathrm{i} 0\right](-\bar{n} \cdot k+\mathrm{i} 0)}, \\
I_{2}\left(p_{i}^{2}, m_{\text {int }}^{2}, M^{2}\right) & =-\mathrm{i} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(2 p_{i}-k\right)}{\left(k^{2}-m_{\text {int }}^{2}+\mathrm{i} 0\right)\left[\left(p_{i}-k\right)^{2}-M^{2}+\mathrm{i} 0\right](-\bar{n} \cdot k+\mathrm{i} 0)} \\
& =I_{1}\left(p_{i}^{2}, M^{2}, m_{\text {int }}^{2}\right) . \tag{B.65}
\end{align*}
$$

$I_{2}$ can thus be interpreted as "exchange of a gauge boson with mass $m_{\text {int" }}$. Because the propagators are different, there is also no symmetry factor of $1 / 2$.

For finite $M$ we obtain (abbreviating $x=m_{\text {int }}^{2} / M^{2}, w=p_{i}^{2} / M^{2}$ )

$$
\begin{align*}
I_{1}= & -\frac{\alpha}{4 \pi} \Gamma(\varepsilon)\left(\frac{\mu^{2}}{M^{2}-\Delta_{i}}\right)^{\varepsilon} \int_{0}^{1} \mathrm{~d} z \frac{(2-z)(1-z+x z-w z(1-z))^{-\varepsilon}}{z+\frac{\delta_{i, n_{j}}}{p_{i}^{-}}} \\
= & -\frac{\alpha}{4 \pi} \Gamma(\varepsilon)\left(\frac{\mu^{2}}{M^{2}-\Delta_{i}}\right)^{\varepsilon}\left(\int_{0}^{1} \mathrm{~d} z \frac{2-z}{z+\frac{\delta_{i, n_{j}}}{p_{i}^{-}}}\right.  \tag{B.66}\\
& \left.\quad-\varepsilon \int_{0}^{1} \mathrm{~d} z \frac{(2-z) \log (1-z)}{z}-\varepsilon f_{\mathrm{S}}(w, x)+\mathcal{O}\left(\varepsilon^{2}\right)\right) \\
= & \frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon}\left(\frac{1}{\varepsilon}+\frac{2}{\varepsilon} \log \frac{\delta_{i, n_{j}}}{p_{i}^{-}}+1-\frac{\pi^{2}}{3}+f_{\mathrm{S}}(w, x)+\mathcal{O}\left(\varepsilon^{2}\right)\right) \tag{B.67}
\end{align*}
$$

with $f_{\mathrm{S}}$ defined in (B.5). The zero-bin contribution is the same as in the fermion case because interactions are spin-independent in the soft limit, and we obtain the final result:

$$
\begin{equation*}
I_{1}-I_{1, \varnothing}=\frac{\alpha}{4 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M^{2}}\right)^{\varepsilon}\left(\frac{2}{\varepsilon^{2}}+\frac{1}{\varepsilon}+\frac{2}{\varepsilon} \log \frac{M^{2}}{\Delta_{i}}+1-\frac{2 \pi^{2}}{3}+f_{\mathrm{S}}(w, z)\right) . \tag{B.68}
\end{equation*}
$$

## Photonic part

In the case of the W boson, the photonic corrections are obtained in two parts: The IR-finite part is obtained from the SCET diagrams. As explained in more detail in Ref. [44], the W boson is treated as a boosted-heavy-quark-effective-theory (bHQET) field below the low scale $\mu_{1}$. The matching corrections between SCET $_{\text {EW }}$ and bHQET are obtained from the diagram in (B.64). Because the photon is massless, the integration can be carried out without $\Delta$ regulators to yield

$$
\begin{equation*}
I_{1}=\frac{\alpha}{4 \pi}\left(\frac{1}{\varepsilon^{2}}+\frac{1}{\varepsilon}+\frac{1}{2} \log ^{2} \frac{\mu^{2}}{M_{\mathrm{W}}^{2}}+\log \frac{\mu^{2}}{M_{\mathrm{W}}^{2}}+2\right) . \tag{B.69}
\end{equation*}
$$

The complete gauge-boson jet function is obtained as a sum over all combinations of $M$ and $m_{\text {int }}$, as is demonstrated more explicitly below ("putting the results together").

## B.2.3. Scalar jet function

The scalar collinear integral is obtained from the same diagram as in the fermionic case:


Applying the Feynman rules (remember that they are not changed with respect to the SM, because we consider purely collinear interactions) yields the same collinear integral as in the vector-boson case:

$$
\begin{equation*}
I_{\text {coll }}\left(p_{i}^{2}, m_{\mathrm{int}}^{2}, M^{2}\right)=-\mathrm{i} g^{2} \int \mathrm{~d}^{D} k \frac{\bar{n} \cdot\left(2 p_{i}-k\right)}{\left(k^{2}-M^{2}+\mathrm{i} 0\right)\left[\left(p_{i}-k\right)^{2}-m_{\mathrm{int}}^{2}+\mathrm{i} 0\right](-\bar{n} \cdot k+\mathrm{i} 0)}, \tag{B.71}
\end{equation*}
$$

with $p_{i}^{2}$ equalling the squared mass of the scalar, $M$ is the mass of the exchanged gauge boson, and $m_{\text {int }}$ the internal mass of the scalar's isospin partner. Because $I_{\text {coll }}$ precisely corresponds to $I_{1}+I_{2}$ in (B.65), we can infer that the result has the same form as in the vector-boson case.

## B.2.4. Soft integral

The one-loop soft function is obtained from the integral in Eq. (B.34) with a finite gauge-boson mass $M$ and the offshellnesses replaced by the $\Delta$-regulators:

$$
\begin{equation*}
-p_{i / j}^{2} \rightarrow \Delta_{i / j} . \tag{B.72}
\end{equation*}
$$

After performing the integrations over $k^{+}$and $\boldsymbol{k}_{\perp}$ in the same manner as in the massless case one obtains the integral

$$
\begin{equation*}
\mathcal{S}=\sum_{V_{a}} \frac{\alpha}{2 \pi}\left(\mu^{2}\right)^{\varepsilon} \Gamma(\varepsilon) \sum_{i \neq j} \frac{\boldsymbol{T}_{i}^{V_{a}} \cdot \boldsymbol{T}_{j}^{\bar{V}_{a}}}{2} \int_{0}^{\infty} \mathrm{d} z \frac{\left(M_{V_{a}}^{2}+z \Delta_{j}\right)^{-\varepsilon}}{\frac{\Delta_{i}}{s_{i j}}+z} \tag{B.73}
\end{equation*}
$$

with $T_{i}^{V_{a}}$ denoting the colour operator associated with gauge boson $V_{a}$. The integral in Eq. (B.73) is the same as the zero-bin integral in (B.56), the result reads (with $\Delta_{i j}$ set to 0 where possible)

$$
\begin{align*}
\mathcal{S}= & \frac{\alpha}{2 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M_{V_{a}}^{2}}\right)^{\varepsilon} \sum_{i \neq j} \frac{\boldsymbol{T}_{i}^{V_{a}} \cdot \boldsymbol{T}_{j}^{\bar{V}_{a}}}{2}\left(\frac{1}{\varepsilon^{2}}+\frac{1}{\varepsilon} \log \frac{M_{V_{a}}^{2} s_{i j}}{\Delta_{i} \Delta_{j}}-\frac{\pi^{2}}{6}+\mathcal{O}\left(\varepsilon^{2}\right)\right) \\
= & \frac{\alpha}{2 \pi} \Gamma(1+\varepsilon)\left(\frac{\mu^{2}}{M_{V_{a}}^{2}}\right)^{\varepsilon}\left(-\sum_{i} \frac{\boldsymbol{T}_{i}^{V_{a}} \cdot \boldsymbol{T}_{i}^{\bar{V}_{a}}}{2}\left(\frac{1}{\varepsilon^{2}}+\frac{2}{\varepsilon} \log \frac{\mu^{2}}{\Delta_{i}}+\frac{1}{\varepsilon} \log \frac{M_{V_{a}^{2}}}{\mu^{2}}\right.\right. \\
& \left.\left.+\frac{2}{\varepsilon} \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu}-\frac{\pi^{2}}{6}\right)+\sum_{i \neq j} \frac{\boldsymbol{T}_{i}^{V_{a}} \cdot \boldsymbol{T}_{j}^{\bar{V}_{a}}}{2} \frac{1}{\varepsilon} \log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2}\right), \tag{B.74}
\end{align*}
$$

where we have split off all one-particle contributions in the last step using that the quantum numbers associated with any of the $V_{a}$ of course have to be individually conserved.

## Photonic part with external masses

For the case of photonic corrections to processes involving massive external particles the soft integral has to be evaluated in bHQET. The result has been given in Eqs. (81) - (83) of Ref. [44] for a finite gauge-boson mass, which is much smaller than the bHQET mass. The result is, however, also valid for an infinitesimal photon mass $\lambda$, which we can translate to DimReg using the well-known correspondence

$$
\begin{equation*}
\log \lambda^{2} \Leftrightarrow \frac{1}{\varepsilon_{\mathrm{IR}}}+\log \mu_{\mathrm{IR}}^{2}, \tag{B.75}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
\mathcal{S}_{\gamma}=\sum_{\langle i j\rangle} \frac{\alpha \sigma_{i} Q_{i} \sigma_{j} Q_{j}}{4 \pi} \log \left(2 w_{i j}\right)\left(-\frac{2}{\varepsilon_{\mathrm{UV}}}+\frac{2}{\varepsilon_{\mathrm{IR}}}+2 \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{\mathrm{UV}}^{2}}\right) \tag{B.76}
\end{equation*}
$$

with the pseudo-angle

$$
\begin{equation*}
w_{i j}=v_{i} \cdot v_{j}=\frac{p_{i} \cdot p_{j}}{m_{i} m_{j}}=\frac{\bar{n}_{i} \cdot p_{i}}{m_{i}} \frac{\bar{n}_{j} \cdot p_{j}}{m_{j}} \frac{n_{i} \cdot n_{j}}{2} . \tag{B.77}
\end{equation*}
$$

This can be recognised as the result of the QED eikonal integral [143] in the limit of $m_{i}, m_{j} \rightarrow 0$.

## B.2.5. Putting the results together

The collinear anomalous dimension and matching are obtained as the UV-singular and finite part of the one-particle contributions, respectively. That means we have to add the terms in the first line of Eq. (B.74) to the collinear integrals with the zero bin subtracted and finally sum over the contributions of $\mathrm{W}, \mathrm{Z}$, and photon. In addition the respective wavefunction-correction contributions have to be taken into account. They are not changed by $\mathrm{SCET}_{\mathrm{EW}}$ and can be copied from the SM.

The UV poles reproduce the anomalous dimension of the massless case: All UV-divergent terms depending on $M_{V_{a}}$ cancel. One can therefore perform the sum over $V_{a}$ to obtain

$$
\begin{align*}
\mathcal{S}+ & \sum_{i}\left(\sum_{V_{a}}\left(I_{\text {coll }}^{i}\left(M_{V_{a}}\right)-I_{\text {coll }, \varnothing}^{i}\left(M_{V_{a}}\right)\right)+\frac{\delta Z_{i}}{2}\right) \\
= & \frac{\alpha}{2 \pi} \sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \frac{1}{\varepsilon} \log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2}-\frac{\alpha}{4 \pi} \sum_{i} C_{i}^{\text {ew }}\left(\frac{1}{\varepsilon^{2}}-\frac{2}{\varepsilon} \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu}\right)+\sum_{i} \frac{1}{\varepsilon} \frac{\gamma_{i}}{2} \\
& + \text { UV-finite. } \tag{B.78}
\end{align*}
$$

The anomalous dimension is given by minus twice the $1 / \varepsilon$ coefficient, yielding:

$$
\begin{equation*}
\boldsymbol{\Gamma}=\frac{\alpha}{4 \pi}\left(4 C_{i}^{\mathrm{ew}} \log \frac{\bar{n}_{i} \cdot p_{i}}{\mu}+\gamma_{i}\right) \mathbb{1}+\frac{\alpha}{\pi} \sum_{i \neq j} \frac{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}}{2} \log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2} . \tag{B.79}
\end{equation*}
$$

The low-scale corrections are obtained from the UV-finite part of the sum of soft and collinear corrections. The soft matching is given by the "irreducible" two-particle contributions in the
last term in Eq. (B.74).

$$
\begin{align*}
\boldsymbol{D}_{\mathrm{S}}(\mu) & =\frac{\alpha}{4 \pi} \sum_{V_{a}=\mathrm{W}, \mathrm{Z}, \gamma} \sum_{i \neq j} \frac{\boldsymbol{T}_{i}^{V_{a}} \cdot \boldsymbol{T}_{j}^{\bar{V}_{a}}}{2} \log \frac{\mu^{2}}{M_{V_{a}}^{2}} \log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2} \\
& =\frac{\alpha}{4 \pi} \sum_{i \neq j}\left(\sigma_{i} I_{i}^{\mathrm{Z}} \sigma_{j} I_{j}^{\mathrm{Z}} \log \frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}+\sigma_{i} Q_{i} \sigma_{j} Q_{j}\left[-\frac{1}{\varepsilon_{\mathrm{IR}}}+\log \frac{M_{\mathrm{W}}}{\mu_{\mathrm{IR}}^{2}}\right]\right) \mathbb{1} \log \frac{-n_{i} \cdot n_{j}-\mathrm{i} 0}{2}, \tag{B.80}
\end{align*}
$$

where the last form is special for the case $\mu=M_{\mathrm{W}}$. In addition we used (B.75) for the IR poles.
For each particle the collinear matching is obtained from the one-particle corrections, that is, from the sum of the zero-bin subtracted collinear integral, the field-renormalisation constants, and the one-particle terms of Eq. (B.74). The dependence on the $\Delta$ regulators cancels between soft and collinear contributions.

For fermions we obtain

$$
\begin{equation*}
D_{\mathrm{C}}^{f_{\kappa}}(\mu)=\frac{\alpha}{4 \pi} \sum_{V_{a}=\mathrm{W}, \mathrm{Z}}\left(I_{f_{\kappa}}^{V_{a}}\right)^{2} D_{V_{a}}(\mu) \tag{B.81}
\end{equation*}
$$

with $V_{f_{k}}$ being the coupling of the fermion with gauge boson $V_{a}$ and the $D_{V_{a}}$ defined in Eq. (B.85) and the photon-mass regularisation translated to DimReg using Eq. (B.75). Adopting the notation of Ref. [19] we find for the W boson

$$
\begin{equation*}
D_{\mathrm{C}}^{\mathrm{W}}(\mu)=\frac{\alpha}{4 \pi} \sum_{V_{a}=\mathrm{W}, \mathrm{Z}} \sum_{V_{a}^{\prime}}\left(I_{\mathrm{W} V_{a}^{\prime}}^{V_{a}}\right)^{2}\left(F_{V_{a}}(\mu)+f_{\mathrm{S}}\left(\frac{M_{\mathrm{W}}^{2}}{M_{V_{a}}^{2}}, \frac{M_{V_{a}^{\prime}}^{2}}{M_{V_{a}}^{2}}\right)\right)+\frac{\alpha}{4 \pi} F_{\gamma}(\mu)+\left.\frac{\delta Z_{\mathrm{W}}}{2}\right|_{\mathrm{UV}-\text { finite }} \tag{B.82}
\end{equation*}
$$

where $V_{a}^{\prime}$ runs over Z and $\gamma$ if $V_{a}=\mathrm{W}$. The $F_{V_{a}}$ are defined in Eq. (B.86).
As already mentioned in Sec. 5.2 .6 , the low-scale corrections for photons and the Z bosons have to be calculated in the $W^{3} / B$ basis. For the $W^{3}$ contributions one has to use the result of the collinear integral with $M_{V_{a}}=m_{\mathrm{int}}=M_{\mathrm{W}}$ and $p_{i}^{2}=M_{\mathrm{Z}}^{2}$ or $p_{i}^{2}=0$, respectively. The $B$-boson contributions receive only the field-renormalisation constant contributions and one arrives at

$$
\begin{equation*}
\delta \mathcal{M}^{n_{W}^{(\gamma)} n_{B}^{(\gamma)} n_{B}^{(\mathrm{Z})} n_{W}^{(\mathrm{Z})}}=\left(n_{W}^{(\mathrm{Z})} D_{\mathrm{C}}^{W^{3} \rightarrow \mathrm{Z}}+n_{W}^{(\gamma)} D_{\mathrm{C}}^{W^{3} \rightarrow \gamma}+n_{B}^{(\mathrm{Z})} D_{\mathrm{C}}^{B \rightarrow \mathrm{Z}}+n_{B}^{(\gamma)} D_{\mathrm{C}}^{B \rightarrow \gamma}\right) \mathcal{M}^{n_{W}^{(\gamma)} n_{B}^{(\gamma)} n_{B}^{(\mathrm{Z})} n_{W}^{(\mathrm{Z})}} \tag{B.83}
\end{equation*}
$$

with $D_{\mathrm{C}}^{W^{3} / B \rightarrow \mathrm{Z} / \gamma}$ given in Eq. (B.89).

## B.3. Soft and collinear functions for the Standard Model

In this appendix we collect the final results of the previous section in a more explicit form.

## Fermions

For massless fermions with chirality $\kappa$ the collinear part of the operator corrections yields

$$
\begin{equation*}
D_{\mathrm{C}}^{f_{\kappa}}=\frac{\alpha}{4 \pi}\left(\left(I_{f_{\kappa}}^{Z}\right)^{2} D_{\mathrm{Z}}\left(\mu_{\mathrm{l}}\right)+\delta_{\kappa \mathrm{L}} \frac{1}{2 s_{\mathrm{w}}^{2}} D_{\mathrm{W}}\left(\mu_{\mathrm{l}}\right)+Q_{f}^{2} D_{\gamma}\left(\mu_{\mathrm{l}}\right)\right) \tag{B.84}
\end{equation*}
$$

with the auxiliary functions

$$
\begin{align*}
D_{W / Z}\left(\mu_{1}\right) & =2 \log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n} \cdot p}{\mu_{1}}-\frac{1}{2} \log ^{2} \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}-\frac{3}{2} \log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}-\frac{\pi^{2}}{2}+\frac{9}{4}, \\
D_{\gamma}\left(\mu_{1}\right) & =-\frac{c_{\varepsilon}}{\varepsilon^{2}}-\frac{c_{\varepsilon}}{\varepsilon}\left(\frac{3}{2}-2 \log \frac{\bar{n} \cdot p}{\mu_{\mathrm{IR}}}\right)+2 \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n} \cdot p}{\mu_{1}}-\frac{1}{2} \log ^{2} \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}}-\frac{3}{2} \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}} . \tag{B.85}
\end{align*}
$$

Note that these functions already contain the contribution from the respective wavefunction renormalisation constant.

## Transverse gauge bosons

For gauge bosons we introduce the functions

$$
\begin{align*}
F_{\mathrm{W} / \mathrm{Z}}\left(\mu_{\mathrm{l}}\right) & =2 \log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n} \cdot p}{\mu_{\mathrm{l}}}-\frac{1}{2} \log ^{2} \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}-\log \frac{M_{\mathrm{W} / \mathrm{Z}}^{2}}{\mu_{1}^{2}}-\frac{\pi^{2}}{2}+1, \\
F_{\gamma}\left(\mu_{\mathrm{l}}\right) & =2 \frac{c_{\varepsilon}}{\varepsilon} \log \frac{\bar{n} \cdot p}{M_{\mathrm{W}}}+2 \log \frac{\mu_{\mathrm{IR}}^{2}}{\mu_{1}^{2}} \log \frac{\bar{n} \cdot p}{M_{\mathrm{W}}}+\frac{1}{2} \log ^{2} \frac{M_{\mathrm{W}}^{2}}{\mu_{\mathrm{l}}^{2}}-\log \frac{M_{\mathrm{W}}^{2}}{\mu_{1}^{2}}+2, \tag{B.86}
\end{align*}
$$

as well as the scalar integral (B.5). The latter, defined in the appendix of [45], can be written in terms of the Passarino-Veltman two-point and three-point standard integrals:

$$
\begin{gather*}
f_{\mathrm{S}}\left(\frac{p^{2}}{M^{2}}, \frac{m^{2}}{M^{2}}\right)=-\lim _{r \rightarrow \infty} r\left(C_{0}\left(p^{2}, r, p^{2}, M^{2}, m^{2}, m^{2}\right)-\left.C_{0}(0, r, 0,0,0,0,0)\right|_{\mu_{\mathrm{IR}}^{2}=M^{2}}\right) \\
+  \tag{B.87}\\
+\frac{\pi^{2}}{2}+B_{0}\left(p^{2}, M^{2}, m^{2}\right)-B_{0}\left(0, M^{2}, 0\right) .
\end{gather*}
$$

For the definitions of the $B_{0}$ and $C_{0}$ integrals see Refs. [143, 190]. In terms of these functions the low scale corrections read

$$
\begin{align*}
& D_{\mathrm{C}}^{W \rightarrow W}\left(\mu_{1}\right)=\frac{\alpha}{4 \pi}\left[\frac{c_{\mathrm{w}}^{2}}{s_{\mathrm{w}}^{2}}( \right.\left.\left.F_{\mathrm{Z}}+f_{\mathrm{S}}\left(\frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}, \frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}\right)\right)+\frac{c_{\mathrm{w}}^{2}}{s_{\mathrm{w}}^{2}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}\left(1, \frac{M_{\mathrm{Z}}^{2}}{M_{\mathrm{W}}^{2}}\right)\right)\right] \\
& \frac{\alpha}{4 \pi}\left[F_{\gamma}+F_{\mathrm{W}}+f_{\mathrm{S}}(1,0)\right]+\left.\frac{1}{2} \delta Z_{\mathrm{W}}\right|_{\mu_{\mathrm{UV}}=\mu_{\mathrm{l}}} \tag{B.88}
\end{align*}
$$

for external $W^{ \pm}$bosons.
The operator corrections for the $Z$ and the photon depend on the subamplitudes and read

$$
\begin{align*}
D_{\mathrm{C}}^{W^{3} \rightarrow Z}\left(\mu_{1}\right) & =\frac{\alpha}{2 \pi s_{\mathrm{w}}^{2}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}\left(\frac{M_{\mathrm{Z}}}{M_{\mathrm{W}}^{2}}, 1\right)\right)+\left.\frac{1}{2} \delta Z_{Z Z}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}+\left.\frac{1}{2} \frac{s_{\mathrm{w}}}{c_{\mathrm{w}}} \delta Z_{A Z}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}, \\
D_{\mathrm{C}}^{W^{3} \rightarrow \gamma}\left(\mu_{\mathrm{l}}\right) & =\frac{\alpha}{2 \pi s_{\mathrm{w}}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}(0,1)\right)+\left.\frac{1}{2} \delta Z_{\mathrm{AA}}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}+\left.\frac{1}{2} \frac{c_{\mathrm{w}}}{s_{\mathrm{w}}} \delta Z_{Z A}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}, \\
D_{\mathrm{C}}^{B \rightarrow Z}\left(\mu_{\mathrm{l}}\right) & =\left.\frac{1}{2} \delta Z_{Z Z}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}-\left.\frac{c_{\mathrm{w}}}{s_{\mathrm{w}}} \frac{1}{2} \delta Z_{A Z}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}, \\
D_{\mathrm{C}}^{B \rightarrow \gamma}\left(\mu_{\mathrm{l}}\right) & =\left.\frac{1}{2} \delta Z_{A A}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}-\left.\frac{1}{2} \frac{s_{\mathrm{w}}}{c_{\mathrm{w}}} \delta Z_{Z A}\right|_{\mu_{\mathrm{UV}}=\mu_{1}} . \tag{B.89}
\end{align*}
$$

Note that the conventions of Ref. [48] imply a factor of $1 / 2$ in the off-diagonal field-renormalisation constants compared to our definition [154], see Eq. (2.30).

## Longitudinal gauge bosons/scalars

For the case of scalars the respective functions read

$$
\begin{gather*}
D_{\mathrm{C}}^{\phi}\left(\mu_{1}\right)=\frac{\alpha}{4 \pi}\left(\frac{c_{\mathrm{w}}^{2}-s_{\mathrm{w}}^{2}}{4 c_{\mathrm{w}}^{2} s_{\mathrm{w}}^{2}}\left(F_{\mathrm{Z}}+f_{\mathrm{S}}\left(\frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}, \frac{M_{\mathrm{W}}^{2}}{M_{\mathrm{Z}}^{2}}\right)\right)+\frac{1}{4 s_{\mathrm{w}}^{2}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}\left(1, \frac{M_{\mathrm{Z}}^{2}}{M_{\mathrm{W}}^{2}}\right)\right)\right. \\
\left.+\frac{1}{4 s_{\mathrm{W}}^{2}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}\left(1, \frac{M_{\mathrm{H}}^{2}}{M_{\mathrm{W}}^{2}}\right)\right)+F_{\gamma}\right)+\left.\delta C_{\phi}\right|_{\mu_{\mathrm{UV}}=\mu_{1}} \tag{B.90}
\end{gather*}
$$

with the charged-boson GBET correction factor

$$
\begin{equation*}
\delta C_{\phi}=\delta Z_{W}+\frac{1}{2} \frac{\delta M_{\mathrm{W}}^{2}}{M_{\mathrm{W}}^{2}}-\frac{\Sigma^{\mathrm{W} \phi}}{M_{\mathrm{W}}}-\frac{\Sigma_{\mathrm{L}}^{\mathrm{WW}}}{M_{\mathrm{W}}^{2}} \tag{B.91}
\end{equation*}
$$

(see also (3.97)). Similarly to the $\gamma / \mathrm{Z}$-mixing in the transverse case, one finds different operator corrections for operators containing the $\phi_{2}$ field, depending on whether the external state is a longitudinal $Z$ or a Higgs boson:

$$
\begin{align*}
D_{\mathrm{C}}^{\phi_{2} \rightarrow Z_{\mathrm{L}}}\left(\mu_{\mathrm{l}}\right)= & \frac{\alpha}{4 \pi} \\
& \left(\frac{1}{4 c_{\mathrm{w}}^{2} s_{\mathrm{w}}^{2}}\left(F_{\mathrm{Z}}+f_{\mathrm{S}}\left(1, \frac{M_{\mathrm{H}}^{2}}{M_{\mathrm{Z}}^{2}}\right)\right)+\frac{1}{2 s_{\mathrm{w}}^{2}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}\left(\frac{M_{\mathrm{Z}}^{2}}{M_{\mathrm{W}}^{2}}, 1\right)\right)\right)  \tag{B.92}\\
& +\left.\delta C_{\chi}\right|_{\mu_{\mathrm{UV}}=\mu_{\mathrm{l}}}
\end{align*}
$$

with the neutral-boson GBET correction factor

$$
\begin{equation*}
\delta C_{\chi}=\frac{1}{2} \delta Z_{Z Z}+\frac{1}{2} \frac{\delta M_{\mathrm{Z}}^{2}}{M_{\mathrm{Z}}^{2}}+\mathrm{i} \frac{\Sigma^{Z \chi}}{M_{\mathrm{Z}}}-\frac{\Sigma_{\mathrm{L}}^{Z Z}\left(M_{\mathrm{Z}}^{2}\right)}{M_{\mathrm{Z}}^{2}\left(M_{\mathrm{Z}}^{2}\right.} . \tag{B.93}
\end{equation*}
$$

For an external Higgs boson one finds

$$
\begin{align*}
D_{\mathrm{C}}^{\phi_{2} \rightarrow H}\left(\mu_{\mathrm{l}}\right)= & \frac{\alpha}{4 \pi} \\
& \left(\frac{1}{4 c_{\mathrm{W}}^{2} s_{\mathrm{W}}^{2}}\left(F_{\mathrm{Z}}+f_{\mathrm{S}}\left(\frac{M_{\mathrm{Z}}^{2}}{M_{\mathrm{H}}^{2}}, 1\right)\right)+\frac{1}{2 s_{\mathrm{w}}^{2}}\left(F_{\mathrm{W}}+f_{\mathrm{S}}\left(\frac{M_{\mathrm{H}}^{2}}{M_{\mathrm{W}}^{2}}, 1\right)\right)\right)  \tag{B.94}\\
& +\left.\frac{1}{2} \delta Z_{H}\right|_{\mu_{\mathrm{UV}}=\mu_{1}}
\end{align*}
$$
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[^0]:    ${ }^{1}$ By abuse of notation, we use the symbol " $\equiv$ " as "defined to be equal" throughout.
    ${ }^{2}$ Note that the gauge-boson two-point function has non-trivial mixing in the case of $V, V^{\prime}=A, Z$.

[^1]:    ${ }^{1}$ Throughout this work, all matching computations are performed employing Feynman diagrams. In many applications, performing the matching on the level of the generating functionals has turned out to be advantageous ("functional matching"). Applying this approach to SCET is still considered an open problem [156].
    ${ }^{2}$ In the following, we denote the scale with $\mu$, where $\mu$ plays the role of the renormalisation point $q$ in (2.34).

[^2]:    ${ }^{3}$ Here, we assume only one collinear direction to be present. The generalisation to more than one direction is described in Sect. 3.2.6.

[^3]:    ${ }^{4}$ The gauge parameter is not to be confused with the fermion component defined in (3.16)!

[^4]:    ${ }^{5}$ Note that Wilson lines with two arguments, as defined above, are to be distinguished from Wilson lines with a single argument defined according to (3.52). We will mostly use the type latter in the following.

[^5]:    ${ }^{1}$ Conventionally initial-state particles are labelled with $a, b, \ldots$ and final-state particles with $i, j, \ldots$

[^6]:    ${ }^{2}$ It is of course also valid for only one resonance and has also been generalised to the case of more than two resonances [181]. However, since by far most applications involve not more than two resonances, we stick to this case.

[^7]:    ${ }^{3}$ If processes involving resonant top quarks or Higgs bosons are considered, their masses have to be redefined similar to (4.41).

[^8]:    ${ }^{4}$ Note that the choice (4.41) is not the only one to define a mass and a width from the complex pole position, other possibilities have for instance been studied in Ref. [192].

[^9]:    ${ }^{1}$ In fact also real-radiation corrections develop logarithmic enhancement at high energies, but how to resum them relies on a certain grade of "inclusiveness" of the considered observables with respect to the real radiation of massive vector bosons [195]. Throughout this work we thus neglect these effects and do not attempt a resummation of the associated logarithms.

[^10]:    ${ }^{2}$ In Refs. [45, 47, 48] these contributions have been called the low-scale matching coefficients. The motivation behind this term is that for calculating jet observables which require a treatment with SCET $_{\text {QCD }}$, the EW scale acts as an intermediate scale, at which one set of SCET operators is matched against another set. Since we focus on observables, for which this is not necessary, we drop this naming convention. However, we should mention that the calculation of the IR divergent photonic corrections in App. B. 3 follows the strategy of the given references because the finite parts are calculated in $\mathrm{SCET}_{\text {EW }}$ and the divergent ones in $\mathrm{SCET}_{\gamma}$.

[^11]:    ${ }^{3}$ This is basically a simplified SM without the photon. All three $\mathrm{SU}(2)$ gauge bosons have a common mass.

[^12]:    ${ }^{4}$ In the following we use the term "colour" in the way as it has been introduced in Ref. [47]: That is, colour may refer to either the usual $\mathrm{SU}(3)$ or to the $\mathrm{SU}(2) \times \mathrm{U}(1)$ charges.
    ${ }^{5}$ In principle Recola features the computation of SU(3)-colour-stripped amplitudes in the colour flow formalism, generalising this for more than one gauge group would enable the computation in the gauge-covariant basis. This is however much more of an involved implementation than just providing a model file for the symmetric SM.

[^13]:    ${ }^{6}$ Actually, at no place in Ref. [48] the convention (5.62) is explicitly formulated. In the original paper, Ref. [44], the $4 \pi$-contributions are dropped between (32) and (36), the $\gamma_{\mathrm{E}}$-contributions between (36) and (37). In a similar calculation in Ref. [46], the convention (5.62) is explicitly mentioned after eq. (11).

[^14]:    ${ }^{7}$ Another source of deviation between fixed order and LL+NLO in our implementation are the NLO contributions from the transformed processes in the factorisation formula. This effect is, however, of $\mathcal{O}\left(\alpha^{2} \mathrm{~L}\right)$ compared to $\mathcal{O}\left(\alpha^{2} \mathrm{~L}^{4}\right)$ for the double-log resummation.

[^15]:    ${ }^{1}$ The respective "conjugate" $\mathrm{W}^{-} \mathrm{Z}$-production process is not considered here. As its characteristics are the same, the two processes can be viewed as the same processes and for instance be summed up in an experimental analysis in order to obtain more statistics.

[^16]:    ${ }^{2}$ In addition it is worth noting that there are other older publications containing wrong (or at least unclear) exponentiation prescriptions with respect to the angular and parameter renormalisation part (eq. (15) in Ref. [225], eq. (194) in Ref. [226]).

[^17]:    ${ }^{3}$ The power-suppressed mixed longitudinal/transverse are omitted per construction because the matrix elements are computed in the SySM, where there are no corresponding Feynman diagrams. In the ZZ case, this holds also for the double-longitudinal contributions.

[^18]:    ${ }^{4}$ Note that the plots have different ranges: For larger cross sections a longer high-energy tail is shown. Thus, $M_{4 \ell} \approx 1000 \mathrm{GeV}$ is not at the same point in each plot!

[^19]:    ${ }^{5}$ Eventually, for the resummed cross section to be finite in the high-energy limit, the corrections have to be suppressed, such that the NLL-resummed curves saturate at about $-100 \%$. However, depending on the coefficients of the double- and single-logs, this may happen many orders of magnitude above the shown energy range.

[^20]:    ${ }^{1}$ Usually the jet function is defined via the gluon two-point function [36]. This definition is, however, equivalent because it is computed from the same diagrams.
    ${ }^{2}$ In the following the external gluon is assumed to be outgoing. However, since the jet functions depend only on $p_{i}^{2}$, it has to be the same for the incoming case.

[^21]:    ${ }^{3}$ This corresponds to an expansion by regions. If the multipole-expanded SCET Lagrangian is used, a "manual" expansion by regions is not necessary anymore. This is however not possible for off-shell quantities, see [159].

